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Abstract: At present the world higher education is developing rapidly. Guaranteeing the quality of talent cultivation is one of the important
issues that the Universities widespread care. In this paper it firstly analyzes the concept of talent cultivation in New Zealand, then
introduces the majors, curriculum, teaching structure, students and teachers of Information-based talent cultivation in Unitec. Finally it
points out the impacts of Information-based talent cultivation mode in New Zealand on the Information-based talent cultivation of
independent colleges in China.
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1 Introduction
At present the world higher education is developing rapidly. Guaranteeing the quality of talent cultivation is one of the

important issues that the Universities widespread care[1-2]. Today, our country's higher education are experiencing great
changes from elite education to popular education. On the one hand, plenty of graduates step into the society every year and
cannot find appropriate jobs, one the other hand the talents gap increases, too. Hence the quality of talent cultivation is more
important than before. It should be studied that how to construct one set of up and down through qualification architecture and
quality assurance architecture[3]. To review New Zealand, although the political system and culture background is different
from China, it plays the important role in New Zealand education development especially the higher education development. In
this paper, starting from the practical problems of independent colleges Information-based talent cultivation in China, with the
main researching objects of information talent cultivation education quality assurance architecture in unitec, through the
systematical analysis of quality assurance architecture, it summarizes the successful experience and supplies with reference to
information talent cultivation development in China.

In New Zealand, higher education talent cultivation not only supplies with professional education and training to students
of different age levels, raises the qualified talents that the enterprises demand, and promotes the local economy development; it
also supplies with life training opportunities to the people in New Zealand following the situation that the Information-based
development of science and technology, more high school graduates and adults of different age levels choosing higher
education to accept their learning and training; finally, with the enhancement of international communication, higher education
in New Zealand is becoming more market oriented and internationalized, which helps to attract plenty of students from abroad
and promotes the higher education internationalized.

Unitec institution of science and technology is one unique higher education organization, which demands the students to
grasp one obvious prominent skill[4]. The teaching methods of the institution is to combine the academic standards, theories
with technology and professional advantages in higher institution together. At present, the talent cultivation of independent
colleges in China is researching on the same issue and how to enhance the social competition and suit the social demand of
students. Thus, it is meaningful to research on the impact of the talent cultivation mode of Unitec institution of science and
technology to the talent cultivation mode of independent colleges in China.

As visiting scholar the author experiences the Information-based talent cultivation mode in school of computing, Unitec.
Therefore, in this paper it introduces and analyzes the four layers of majors, curriculum, students and teachers. Finally it gives
the reference of Information-based talent cultivation mode to Information-based talent cultivation of independent colleges in
China.

2 Major setup of information-based talent cultivation in unitec
2.1 The basis of major setup

The majors of information talent cultivation in Unitec keep up with the development of industry and enterprises, which is
the basis point of economy development and society service, and is also one of the basic factors of institution of science and
technology enrollment. Major setup is market oriented, it should accord to the market requirement to set up the majors and set



up the integrated majors to realize the communication and integration of relative and different subjects. The major setup should
also satisfy following requirement, such as: firstly, it must be examined and approved by corresponding departments and
organizations; then, it should satisfy the needs of industry and enterprises; finally, it should satisfy the interests of the students.
Therefore, it is to say that the major setup of Information-based talent cultivation in Unitec is totally determined by the social
requirement.

2.2 The characteristics of major setup
According to the basis of major setup we can get that the characteristics of major setup in Information-based talent

cultivation process are as follows:
First, market oriented
The major setup of Unitec all are based on the tight communication with industry and enterprises, it has characteristic of

pertinence, applicability and practicalness and should follow the market requirement to set subjects and courses.
Second, to raise the applied skill talents
The raising objective of Information-based education in Unitec is clear, is to raise applied skill talents. In order to realize

the raising objective, the industry, enterprises all should join in the process of subjects and courses planning, implementation,
and evaluation. And the main objective should be realize the talent cultivation of the industry and enterprises need through
subject setup and form the industry oriented education system.

Third, strong regional
The programs and internship units of school of computing, Unitec locates in every areas of New Zealand, and the objective

is to satisfy practical requirement of the local economy development and industry talent cultivation.

3 The curriculum setup of information talent cultivation in unitec
3.1 The concept of curriculum setup-competence based view

The competence based view of curriculum reflects the transition from traditional teaching process to learning process. The
center of curriculum is not the teachers but the students, the teachers become part of students' learning resource and the
promoter and organizer of the students' learning. According to the individual difference of students to offer different courses,
acknowledge the former knowledge that the students learned(formal or informal courses). The curriculum is totally customers'
requirement oriented, the curriculum content contains the knowledge, skills and attitudes for competence, it also reflects ability
requirement to practitioners of occupation post and professional role directly, it would form ability standards through
professional ability analysis and transform the ability standards into courses. Adopting the module curriculum structure,
professional ability centered, and according to ability unit or ability element to develop the learning modules. The ultimate
curriculum objective focuses on cultivating competent workers, problem solvers, and life learners.

3.2 The structure of curriculum setup-module
The curriculum in school of computing, Unitec fits the practical requirement of business industry, and must pass the

evaluation or authorization of New Zealand Qualification Association. And the institution adopts Unit&Module curriculum
operation way, the students would choose different modules and make different curriculum programs according to their own
ability and requirement.

One module is one relatively independent but intact learning unit, it relates to certain credits, the certification training and
diploma education of every level correspond to one group of modules and corresponding credits. Independent and intact
module is the basic unit of the whole module curriculum, the direct objects of students would elect, and the basic unit of
students examination and evaluation.

The module is not absolutely isolated but relatively independent, it relates with other modules in corresponding learning
fields, would point to bigger raising objective of composing intact module curriculum, and link up with corresponding
professional certification. The curriculum includes the core modules and elective courses, the modules that the students would
choose should conform to the requirement of the curriculum.

In order to assure the integration of flexibility and systematicness, all the students must learn the core modules, the
students' elective module should be instructive to the students, should help to the students to formulate the learning plan, the
module curriculum stipulates that only the qualified students can learn the module, and they can only get corresponding credits
through finishing one module. The teaching adopts small class size, and one by one individual tutoring and group discussion
forms. With students' interests centered, teachers oriented and the students as the subject in the teaching process, it pays
attention to individual development of students and the teachers would support the students with service. In the classroom
teaching process, the teachers' explanation is mainly adopted, the teachers instructs the students how to learn, but most time the
students learn study independently and the learning time is relatively flexible, but the students must finish every module in
required time.



3.3 The characteristics and examination standards of curriculum
The curriculum setup focuses on praticalness and implementation, most courses relate intensely to Information-based

talents education or training, and usually there is no culture fundemental courses and P.E. kinds of public courses. The teaching
of courses combine theory with practice, and it focuses on practical application and professional training.

Besides the independent practical teaching steps, the theory teaching and learning integrates with the practical training,
especially the strongly practical courrses, basically the courses are carried out with the combination of scene teaching,
speaking, doing, and practising in practice classrooms or corresponding major classrooms. There are strict standards to the
curriculum in the institution. Firstly, every course has detailed examination standards, such as, through this course, what should
you know? What should you do? What extent should you reach? All of them have corresponding standards, which should be
satisfied. Secondly, examination process runs through the learning process, the ordinary homework, paper, report and design
has strict examination, and should be record and taken as accordance of final score.

4 Information talent cultivation teaching staff in unitec
The recruitment of new teachers in Unitec adopts competitive mechanism and public oriented, the recruitment is carried out

by the human resource department, the hiring is appointed by the council and sign the contraction finally. For cultivating
applied talents with strongly practical skills, the school of computing is responsible for the appointment qualification of the
teachers.

Besides common degree requirement, full time teachers must satisfy following conditions: 3 to 5 years major working
experience, appropriate skill qualification especially the teaching qualification( adult education diploma), University degree
attained, through specific training, sophisticated teaching and cultivatting methods. Before the teachers are hired, they must
pass probation period of one year to gradually enrich academic attainments, major knowledge background and abundant
teaching experience. The teacher team is composed of full time teachers and part time teachers, and the part time teachers are
more that the full time teachers.

The school of computing, Unitec also focuses on hiring part time teachers from the talent market to remedy the deficiency
of full time teachers. The main standards of hiring part time teachers are: three or more years of major working experience,
appropriate major skill qualification, strong ability of producing operation. Because the part time teachers have higher society
status, generous material treatment, and the hiring process is fair and public, it attracts plenty of sophiscated professional
skillers of enterprises and industry to apply for the positions. They not only have solid professional knowledge and abundant
practical experience but also integrate the newest situaton producing, operating, managing technology improvement with the
content that students learned and timely teach the students to relate the theory with practice. The hiring of part time teachers
makes up the deficiency of teachers because of major transition, which contributes the exchange of full time and part time
teachers and enhances the quality of the talents that the institution raised.

5 The information-based talent cultivation students in unitec conclusion
New Zealand requires that the students from scholl of science and technology should insist “easy in and hard out”. During

the enrollment, the enrollment age is flexible, besides the current graduate from middle school, there are plenty of adults. For
age, most of the students are 18 years old, but generally there are still more adults in the campus. It can be seen that the
enrollment age requirement is loose, the college considers that the high education is life education, which also reflects that the
update of knowledge and skill is rapid, and the requirement of workers’ knowledge and skill. Many graduates from middle
school enter the society to look for jobs, because that the employers in New Zealand regard experience as important factor,
after the students have accumulated specific working experience, according to working or personal knowldege development,
the students go back to school of science and technology to carry out further learning to increase their own knowledge skill and
attain education certificate. Thus, the part time students are dominant in the school of science and technology. Many students
are working students, some of the take part time job and the others take full time work and studey only in their spare time. The
graduation process is strict, usually the qualification examination is adopted( it is kind of combining academic achievement test
with professional qualification certificate), which means that the students not only need to attain the education certificate but
also the skill level certificate or professional qualification that could reflect the corresoponding professional ability and skill
level.

The core of student quality assurance is the framework of education qualification certificate in New Zealand, through
which the knowledge that student has learned and the experience that the student has earned both can attain authorized
qualification certificte. In 1991, New Zealand formally issued and executed the national unified qualification framework and
the qualification certificate system. The qualification certificate is the authorization of learning result and ability coming from
personal learning, training, and working experience, it can prove the personal knowledge and skill. The school of science and
technology, Unitec adopts the credit accumulation way, which is convinient for students to choose the appropriate qualification
certificate level according to their own condition and quality, flexiblely satisfies the needs of students of different level and
type, and makes the students would achieve the quality standard of talent culitivation. The special agency in New Zealand
divides the different academic education, training, and corresponding adademic and professional qualification after Grade 11



into 10 levels according to knowledge skill, professional ability, education level, basic education length, education degree that
the students should attain. Every level has corresponding national qualification standard, meanwhile it should accrod with
nationally authorized certificate and diploma. 1 to 4 level are certificate training, 4 to 6 level are diploma
education( corresponding to junior college), 5 to 8 level are degree education( corresponing undergraduated and bachlor
degreee), 8 to 10 level are postgraduate education. The professional education in New Zealand equals to 1 to 8 level area,
among which 1 to 4 level training are corresponding to junior professional education in China, 4 to 8 level are corresponding to
senior professional education in China. The school of science and technology, Unitec is the principal part of executing
professional education, basically it carries out the degree education and different certificate training of 3 to 8 level.

6 The reference of information-based talent cultivation quality assurance system to
information-based talent cultivation of independent college in china

6.1 To establish the diversified quality assurance system
Independent college, in which the cultivated talents must contact with the market with zero distance, is one special form of

higher education, it must satisfy the employment requirement of zero distance, its cultivation objective, subject setup, facility
should follow the development rule of higher education, meanwhile follows the development of times, science, and
technology to continuely update the professional skill and knowledge. It is to say that the independent college should not only
meet the quality indexes that the government education department requires but also satisfy the requirement of industry
enterprises, changing talent market, and the college it self. Therefore, the education quality of independent college need to
show the requirement of society, industry, and the college itself, but in China the government is the subject of quality
assurance form, and relects the quality assurance requirement of the government which can not adapt to the development
requirement of independent college now. Therefore the subject of diversely cooperative quality assurance should be
established by government, society, and the college, and it is also the development trend of establishing quality assurance
subject in developed countries. During the establishment of quality assurance system, the government, society, and college
should become independent and related subjects, among which the government is the guidance, the society is the evaluation
basement, and the college locates in the core position of self monitoring. The subject of diversely cooperative quality
assurance not only enhances the popularity and transparency of social participation and education management, increases the
social acceptance to independent college, also gives the college more self adjusting space, and increases the self quality
control consciousness, which would more effectively assures the quality of the independent college education.

6.2 To establish the professional evaluation authority
Comparing with New Zealand the levels and types of Chinese higher education are more complicated, and the evaluation
organization in New Zealand still has no such sub evaluation organization to evaluate so many kinds of college. Therefore,
the establishment of different evaluation organization to evaluate the different type of college is one effective assurance way.
The establishment of specialized evaluation organization should take the concept of diverse higher professional quality as the
guidance, according to the practical situation of Information-based talent education development in China, through
establishing national standard of different types of independent colleges to form independent third party evaluation
organization and industry quality qualification organization and form the all-dimensional quality assurance network
architecture integrated with nation, areas, and independent colleges. In order to assure the scientificity and authority of
evaluation, different types of specialized evaluation organizations or associations lead by government, organized by famous
people, experts, and industry representatives from specialized field to execture the evaluation, and effectively makes use of
the evaluation result, which would make the relative persons(students, parents, enterprises) to understand the Information-
based talent education quality of independent college and satisfy their own needs.

6.3 To improve the quality assurance mechanism of teacher
At present the teachers of independent college in China mainly are graduates from ordinary higher school, there are few
teachers can satisfy the social requirement of Information-based talent education, which severely affects the education quality
of independent college.
There has been improved teacher quality assurance mechanism in developed countries. We can learn the successful
experience from them to establish strict, appropriate teacher qualification way of independent college, widen the source
channel of professional teachers, execute the open teacher cultivation system, carry out training to different teachers, and
generally evaluate the teachers’ work regularly.Firstly, to carry out the pre-employment training of the new teachers,
including teaching and skill practice. The teaching practice adopts tutoring, observing. The skill practice is used to examine
the practical operation ability of teacher, through the process the teachers can attain specific skill certificate and
corresponding practical skill, and it could enhance the establishment of double certificate teachers. Secondly, following the
development of society, science, technology, and knowledge, the Information-based talent cultivation of independent college



must update to follow the development, so it must support the professional training and further education of the working
teachers. The whole evaluation of the teacher not only includes the theroy teaching evaluation, practice teaching evaluation,
and assessment of scientific research, but also includes the self moral evaluation of the teacher, through the evaluation they
can find out the ineffeciency and adjust themselves in time.

6.4 To establish and improve the professional qualification system
At present in China, there is no scientific qualification evaluation system, and there are same certificates from different
department, which makes the responsibility confusing. Thus the professional qualification system should be established in
China. Firstly, The specialized management organization should be established by the country, and the organization should
take charge of the mangement of all the qualification certificates. Secondly, the specialized organizaiton should establish the
framework architecture of national professional qualification to wholy manage the classification of education background and
certificate as well as the corresponding relationship of every professional qualification. Thirdly, there should be specialized
organization to take charge of the national professional qualification authorization. Fourthly, the labor access system should
be executed strictly, and gradually step into professional qualification certificate. Fifthly, the professional qualification
system should dock with the international system, and pass the international authorization.

6.5 To give full play of professional organization
The professional organizations can play more practical role in management of professional education and training, which
has been adopted by New Zealand and other developed courtries. We should encourage and promote to establish this kind of
organizations, to which the functional departments should authorize more responsibilities of professional qualification,
organization training, subject and curriculum development and quality evaluation, and allow them to work effectively in
professional qualification standard establishment, policy survey, and human resource development.

7 Conclusion
Although New Zealand is only one island country, its education system is considered as one of the best education systems

in the world. In New Zealand, every citizen has his own right to enjoy approriate way of education that would release their
abilities, and has the chance of life education. The school of science and technology, Unitec in New Zealand, which insists life
education concept, regards ability as standard, employment as guidance, according to requirement of local development, it sets
up various types of subjects and courses, which relate with market and enterprises, it also cultivates applied skill talents of
different levels that the society and market requires. The most important part of education process is subjective initiative of the
students, who follow their situation to learn and truly integrate professional education with life education. At present the
development of independent colleges in China are facing new chanllenges and opportunies, during the development process
we need to learn and imitate the foreign anvanced experience, and the successful experience of school of science and
technology, Unitec in New Zealand should be one of our choices.
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Abstract
Automatic abnormal detection of video homework is an effective method to improve the efficiency of homework marking. 
Based on the video homework review of “big data acquisition and processing project of actual combat” and other courses, this 
paper found some student upload their videos with poor images, face loss or abnormal video direction. However, it is time-
consuming for teachers to pick out the abnormal video homework manually, which results in prompt feedback to students. 
This paper puts forward the AVHADS (Abnormal Video Homework Automatic Detection System). The system uses suffix 
and parameter identification, Open CV, and the audio classification model based on MFCC feature to realize the automatic 
detection and feedback of abnormal video homework. Experimental results show the AVHADS is feasible and effective.

Keywords Video homework · Open CV · Abnormal detection · Audio classification

1 Introduction

Today’s rapid updating of knowledge expects a new learn-
ing mode that students shift from focusing on the acqui-
sition of knowledge to skills of social adaptability (Jiang 
et al. 2016). Ways of evaluating students also shifted from 
the single knowledge to students’ ability and comprehensive 
quality. Homework is an important way to evaluate students, 
and traditional homework are generally in the form of text, 
sound, pictures, which cannot convey student’s status such 
as movement and expression etc. in a comprehensive way 
to teacher. Thus, video homework that combine text, pic-
tures and audio to present more complete information has 

become the choice of more teachers. During the COVID-19 
epidemic, there was a spatial distance between students and 
teachers, and some teachers chose to learn about students’ 
learning status through video homework.

Video homework is a good way which integrated big data 
information acquisition and student autonomy project out-
put (Wang 2019). Here, video homework refers to student’s 
record videos of related experiments, operations, presenta-
tions, or performances according to homework requirements. 
In the form of video homework, students are expected to 
explain how the experiment or operation process, or express 
the assignment theme through speech or performance after 
certain organization and design. Video homework is one of 
the operational forms that can promote personalized and pro-
active learning (Zhu 2019). Here is the advantages that other 
form of assessment do not have:

1. Video homework can help teachers to evaluate students 
better. An experiment on the sources of human informa-
tion by the experimental psychologist Treicher showed 
that 83% of human information comes from sight, 11% 
from hearing, 3.5% from smell, 1.5% from touch, and 
1% from taste (Xu 2003). Video homework contains 
text, pictures, sound, video and other rich information 
and content, which is helpful for students to express their 
learning content and thinking results in a more compre-
hensive way. Teachers can accurately evaluate students’ 
familiarity with knowledge through their tone, expres-
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sion, sight, action in the video. In addition, Professor 
Jiang Dayuan pointed out that the purpose of learning 
is not to memorize knowledge, but to apply it (Jiang 
2020). Video homework is a good way for students to 
apply their knowledge when solving problems and teach-
ers can quickly evaluate how students can apply their 
knowledge by video homework and detect the problems 
of each student. Therefore, video homework is a conduc-
tive way to improving teaching.

2. Video homework can help students to master knowl-
edge at a higher level. A famous experiment on memory 
persistence by the experimental psychologist Treicher 
showed that people tend to remember 10% of what they 
read, 20% of what they hear, 30% of what they see, 50% 
of what they hear and see, 70% of what they say in the 
communication (Wang 2011). Students present knowl-
edge in the form of communication through video home-
work. It is a process of knowledge output through which 
students can achieve the lasting memory in the process 
of application of knowledge. In terms of content, video 
homework usually focus on complex problem solving, 
solution design, debate and discrimination, etc. It also 
contains the concept introduction, case evidence, hierar-
chical analysis, summarizes conclusions, etc. To ensure 
the quality of video homework, students will organize 
their presentations logically and ponder on the theme 
of homework carefully. Students might also evaluate 
themselves in the course of a lecture or performance. 
While recording of video assignments, students learn 
related technologies of video production and cultivate 
their ability to use information technology. In a word, 
video homework might improve students’ cognition 
on memorization, understanding and application, and 
might also promote students’ higher-level abilities such 
as synthesis, evaluation and innovation, which will real-
ize Bloom’s educational goal system (Xiang 2009) in the 
field of cognition.

2  Practical application

Video homework can achieve better learning results than 
what traditional homework can (Tu et al. 2017). This paper 
adopts the form of video homework in courses of “Actual 
practice of Big Data Collection and Processing Project" in 
Shandong University of Finance and Economics. The home-
work requires students to record the entire operation process 
of python experiment and explain the relevant knowledge 
with a purpose of getting to know the level of the students’ 
knowledge familiarity in the six-level comprehensive edu-
cation objective of Bloom, evaluating the students’ learning 
situation and adjusting the later teaching. The homework ask 
the students to upload videos need which contain both input 

and output process, successful run results and clear explana-
tion. Students are supposed to show their faces in the videos 
instead of only recording audios and PPT.

There are 443 video homework in total, and 89 (nearly 
21%) cannot satisfied the homework requirement. The 
unqualified videos are compressed files, no faces or unclear 
voices. Some cannot be reviewed online due to the direc-
tion of images. Teachers can only manually identify those 
problems while marking all the uploaded files, which is time 
consuming and hold back the homework correction cycle. 
As a result, students cannot receive feedback timely. When 
the unqualified homework are return to students, they are 
less motivated to resubmit video homework. Therefore, in 
order to improve the efficiency of review of video home-
work and save the labor of identifying the unqualified ones, 
Abnormal Video Homework Automatic Detection System 
(AVHADS) is proposed in this paper, which realizes the pre-
liminary detection of uploaded video homework. Unquali-
fied video homework is automatically sent back to students 
with sensible explanations of which students might see it as 
a prompt feedback. It might prevent students from academic 
pressure caused by long homework correction time.

3  Related work

Many scholars have been contributing research efforts on 
automatic homework detection and review. Some scholars 
focused on the automatic review of program homework. 
Martin et al. (2018) used the argument-based machine learn-
ing (ABML) to finish semiautomatic identification of typical 
approaches and the errors in student solutions. They believe 
that timely feedback can improve students’ programming 
learning efficiency. Zhao et al. (2010) designed the program 
for the automatic detection and correction of student pro-
gram work. It can screen the similar procedures and super-
vise and encourage students to finish the homework indepen-
dently. On the review of the graphics homework, Yang et al. 
(2014) designed and implemented an automatic grading sys-
tem for civil engineering drawing based on vector graphics 
platform ATVGP. Peiying (2001) used VC programming 
to realize the automatic correction of engineering drawing 
homework based on Web. Li et al. (2019) put forward a 
program for automatic recognition and rating of homework 
pictures taken by mobile phones, which has achieved good 
results. The above research on automatic review of home-
work focuses on images and texts, which cannot solve the 
problems of detection and correction of video homework. 
Here, we attempt to study and realize the abnormal detection 
of video homework.

At present, the research on abnormal detection of video 
mainly focus on the video content, such as traffic viola-
tions (Ye et al. 2012), people’s behaviors testing (Lian 
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et al. 2002). These researches are quite different from the 
abnormal detection of video homework, so they cannot 
solve the problem in this paper. The problem of anomaly 
detection in this paper mainly includes four aspects: file 
type identification, face detection, video direction recogni-
tion and audio detection.

File type identification is relatively simple, it is gen-
erally implemented through methods based on statistical 
characteristic (Zheng et al. 2007) and content (McDaniel 
et al. 2020). The file types involved in this paper are rela-
tively fixed, so we choose simple suffix name matching 
to realize file type identification. There are many studies 
on video face detection. Keke et al. (2008) conduct face 
detection by using the face detection function in Open 
CV. Goyal et al. (2017) conduct an in-depth study of face 
detection using open CV, Ma et al. (2018) use the multi-
task cascaded convolutional neural networks to realize 
the frontal and the non-frontal face detection, this paper 
does not cover the non-frontal face detection, so we chose 
Open CV (2016) which is easy to implement face detec-
tion. The detection of video direction is rarely involved in 
other problems, and relevant researches are scare. Accord-
ing to the specific problems in this paper, we choose to 
use the comparison of specific parameters to realize the 
detection of video direction. In this paper, it is difficult to 
solve the audio detection problem, and many researchers 
have done related researches. Muda et al. (2010) used Mel-
Frequency Cepstral Coefficients (MFCC) to extract sound 
feature, and used the Dynamic Time Warping (DTW) to 
realize sound recognition. Yu et al. (2006) added Linear 
Prediction Cepstrum Coefficient (LPCC) on the basis of 
MFCC to describe sound feature, and used the methods 
of vectorization and DTW to realize speaker detection. 
Ali Technology (2018) makes use of the MFCC charac-
teristics of human voice samples and non-human voices 
samples and the Inception-V3 model of CNN to realize the 
prediction of voice audio files. Based on MFCC + CNN, 
Wei et al. (2018) used random forest to classify audio, 
this method improved the accuracy of audio classifica-
tion. Zhang (2019) replace CNN with ResNet to promote 
the accuracy of ESC recognition task. And Huang et al. 
(2020) used the multi-mode neural network to cluster the 
voices of different speakers (teachers and students) in the 
course audio, then realized the differentiation of multiple 
speakers by text matching. Most of these researches are 
aimed at specific kinds of problems; they are temporarily 
unable to solve the audio detection problem. The audio of 
video homework is different, as it mainly consists of the 
voices of other students in the student’s living environ-
ment. Due to the big student’s population and overlapping, 
this problem cannot be solved by matching voice print 
features. Therefore, we choose to use MFCC to describe 

audio features of video homework and use the trained clas-
sifier to detect the sound clarity of video homework.

4  Abnormal Video Homework Automatic 
Detection System (AVHADS)

Based on the above questions and related researches, this 
paper puts forward the AVHADS (Abnormal Video Home-
work Automatic Detection System) which can realize 
the automatic detection and feedback of abnormal video 
homework.

4.1  System framework

The whole system is divided into four modules. The first 
module is file type Identification which adopts the file suf-
fix (zip, rar etc.) matching to realize file type identification. 
In the module, after uploading the video file, the system 
will detect the direction of the video. The system adopts the 
comparison of video length and width to determine whether 
the video direction is in the normal landscape state. If the 
direction of the video is correct, it invokes Open CV face 
detection classifier to identify whether there are students in 
the video homework. If there is a face in video, the system 
will detect whether the audio of the video homework is clear 
voice or not. If the homework file passes the detection, it 
will be uploaded successfully. When a certain module is not 
satisfied, the system outputs a reason of failure to upload 
homework. The whole system framework is shown in Fig. 1.

As file type recognition and image direction detection can 
be realized by simple parameter comparison, the paper will 
not be further discussed in detail.

4.2  Face detection

There have been many studies about face detection. The 
Open CV (Open Source Computer Vision Library) (Bradski 
2008), which is developed by Intel, is open source library of 
visual algorithm and image processing. It is quite mature and 
widely used in face detection and recognition. This paper 
chooses alt2 classifier (haarcascade_frontalface_alt2. XML) 
to realize video work face detection. And it proves that this 
classifier performs better in Open CV (Lian 2016). The file 
of the classifier contains Haar-like features describing vari-
ous parts of the human body. It realizes the classification 
of faces and non-faces through Integral image, AdaBoost 
algorithm and cascade classifier.

Haar-like feature is a way of feature representation based 
on the differences between black and white pixels in gray 
images. It includes three forms: edge feature, linear feature, 
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and center feature. Viola and Jones (2001, 2004) optimized it 
and applied it to face feature extraction. Lienhart and Maydt 
(2002) further expanded it and eventually applied it to Open 
CV classifier. Figure 2 shows Haar-like features based on 
human eye features, it is a kind of edge character, and the 
area of the black pixel represents the eye color darker than 
the surrounding area.

Integral Image is a fast method proposed by Viola and 
Jones (2001) to extract Haar-like features. It is a matrix 
representation method that can describe global information 
(Huang et al. 2005). It represents each point on the image 
as the sum of all pixels in the upper left of the point. Image 
feature representation can be realized by adding and sub-
tracting pixel points between different rectangles. As shown 
in Fig. 3, point I can be expressed as the pixels sum of A, 
B, C, D, the pixel sum of D area may be expressed by the 
Ib + Ic − Ia. Integral Image improves the efficiency of Haar-
like feature representation.

AdaBoost algorithm is a kind of adaptive algorithm, 
which seeks the optimal classifier through numerous loop 
iteration (Lin 2013). Different facial features represent dif-
ferent classifiers, namely weak classifiers (He and Cheng 
2018). Through multiple training iterations, the weak classi-
fier with better classification performance is selected to form 
a strong classifier, and the final classifier is formed through 
the cascade of strong classifiers.

The main process of Haar classifier is that using the slid-
ing window and Integral Image to achieve rapid traverse of 
gray image and Haar-like features calculation. Next through 
AdaBoost algorithm based on the Haar-like features to train 
face weak classifier and build strong classifier, and then 
through multiple strong classifier combined enhancing the 
effect of classification. As a result, face classification can be 
realized. The process is shown in Fig. 4.

Here we use haar classifier of Open CV to realize face 
detection in video homework that has been trained through 
the above process. Specific face detection process is that 
the video homework is divided into frames of images. After 
image gray-processing, the detectMultiScale() function in 
the trained alt2 identifies whether there are faces in images. 
The process is shown in Fig. 5.

4.3  Audio detection

Noises are inevitable when students record video homework 
in the dormitory or classroom. Most of the noises are stu-
dents’ conversation voices and other noises around them. 
The existing research on audio classification and detection 
focuses on specific audio matching, speaker recognition 
and content extraction, which cannot solve the problem of 
audio detection of students’ video homework. Therefore, we 
need to use the audio data from students’ homework to train 
model to realize audio detection (Fig. 6).

AVHADS

File Type Identification

Face Detection

Video Direction Recognition

Audio Detection

Results
Input Output

Fig. 1  System framework

Fig. 2  Haar-like features based 
on human eye features

A B

C D

Id

Ia Ib

Ic

Fig. 3  Integral image
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Firstly we select 14 samples out of the 89 unqualified 
video homework and set them as noise samples manually. 
Then, we choose 42 samples from qualified video homework 
and defined them as clear samples. And we select the audio 
detection model with higher accuracy through training.

Audio detection is divided into two parts: audio feature 
extraction and detection model training.

4.3.1  Audio feature extraction

Audio feature extraction is to identify the noticeable features 
in the audio and eliminate the rest of the redundant informa-
tion. Basing on the relevant studies on audio processing and 
the need for the sound clarity of students’ video homework, 
we select Mel-Frequency Cepstral Coefficients (MFCC) 
based on human ear perception characteristics (Chundong 
et al 2019) to describe the characteristics of clear audio and 
noisy audio. The process is as follows (Li et al. 2017 and 
Lingnizhan 2019).

(1) Pretreatment
  The audio pretreatment includes pre-emphasis, fram-

ing and windowing.
  The purpose of pre-emphasis is to highlight the high 

frequency formant. The filter coefficient is set as 0.97 
in the pre-emphasis, and the formula is:

The audio is decomposed into shorter frames and pro-
cessed as steady-state signals, and the smooth transition 
from frame to frame is realized through the partial overlap 
between each frame. Basing on the short-time stabilization 
characteristic of the audio of the student video homework, 
we frame the signal into 25 ms, set frame shift = 10 ms and 
N = 512. And each frame (Si(n)) multiplied by the Ham-
ming window (W(n)) to increase the continuity of left and 
right ends and reduce the leakage in the frequency domain, 
and we set α = 0.46. The formula is:

(2) FFT
  The frequency domain signal Xi (k) of each frame is 

obtained by the Discrete Fourier Transform. The for-
mula is:

(1)S(n)∗ = S(n) − � × S(n − 1)

(2)

W(n, a) = (1 − �) − � × cos
(

2�n

N − 1

)

, n = 0, 1, 2,… ,N − 1

(3)Si(n)
�

= Si(n) ×W(n)

(4)Xi(k) =

N
∑

n=1

Xi(n)e
−

j2�kn

N , 1 ≤ k ≤ K
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where i is the number of frames and K is the length of 
DFT.

(3) Mel filter bank
  The power spectrum E (I, k) is obtained by taking 

the square of the result of FFT operation. It was filtered 
through a filter to map the linear spectrum to the Mel 
nonlinear spectrum based on auditory perception. The 
conversion formula is as follows.

  The formula for converting from frequency to Mel 
scale is:

To go from Mel back to frequency:

Then the energy of the power spectrum of each frame in 
the MEL filter is calculated:

where i is the frame number, K is the spectral line k in the 
frequency domain, Hm(k) is the frequency domain response 
of Mel filter, and M is the number of filters. In our experi-
ment, we set M = 24.

(4) Discrete Cosine Transform (DCT)

Logarithm of the energy obtained through the filter is 
taken decorrelation processing by DCT to obtain the MFCC.

where i is the frame number, M is the “mth” filter, and L 
is the parameter order of MFCC. In this experiment, we set 
L = 12.

Finally, we use the plt function and related parameters to 
obtain the MFCC spectrum diagram of audio.

MFCC feature were extracted with the above process to 
describe the audio features of the manually screened sam-
ples. The audio in 56 video homework selected manually 
were extracted. Then, first 3.5 s of the audio were inter-
cepted. The integrity features of audio were preserved by 
pre-weighting, framing and windowing. After that, filter and 
DCT transformation, the MFCC feature of the audio in video 
homework was extracted through FFT. The extracted MFCC 
feature image will be used as the input of the audio detection 
classification model.

(5)Mel(f ) = 2595 ∗ log10

(

1 +
f

700

)

(6)f = 700
(

10
Mel(f )

2595 − 1
)

(7)SE(i,m) =

N−1
∑

k=0

E(i, k)Hm(k), 0 ≤ m ≤ M

(8)

C(i, n) =

N−1
∑

m=0

SE(i,m) cos

(

𝜋n(m − 0.5)

M

)

, 0 < n ≤ L

4.3.2  Model training and evaluating

The distinction between clear and noisy samples is essen-
tially a dichotomy problem, so we can use the classification 
algorithm to realize the audio detection of video homework. 
Essentially, classification algorithm is to distinguish samples 
with different features, and the computer learns features to 
distinguish different categories. We choose more classical 
KNN, SVM and CNN models to train the manually screened 
data sets, and compare the training effect of using common 
spectrum features and MFCC features to describe the audio. 
Then, we select the training model with higher accuracy and 
apply it to the audio detection in the system.

(1) KNN
  K Nearset Neighbor Classifier (KNN) was proposed 

by Cover and Hart (1967). KNN has been widely used 
in many fields because of its simplicity and high clas-
sification accuracy (Zhang et al. 2008). It calculates 
the adjacent sample of the predicting samples based 
on the distance function, and confirms the category of 
the predicting samples according to the category of the 
adjacent sample. The category of predicting audio sam-
ples of the video homework is determined by the num-
ber of the category of the nearest K samples. Among k 
adjacent samples, the predicting sample is regarded as 
a clear sample if there are more clear samples. The pre-
dicting sample is regarded as a noisy sample vice versa. 
Figure 7 shows an example of KNN classification when 
K = 6. The experiment invokes the KNeighborsClassi-
fier() function to realize the training of KNN.

(2) SVM
  Cortes et  al. (1995) proposed support vector 

machines (SVM), it has its unique advantages when 
solving small sample, nonlinear and high dimensional 
pattern recognition problems (Liu et al. 2003). SVM 
searches for the optimal classification surface based on 
two types of sample data, which not only enables the 
two types of samples to be separated without error, but 
maximizes the classification interval between the two 
types (Vapnik 1997). The experiment invokes the svm.
SVC () function to realize the training of KNN.

?

Clear

Noisy

?

Fig. 7  K nearset neighbor classifier
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(3) CNN
  With the development of deep learning, CNN has 

been widely used in many fields. Based on labeled 
sample data, it learns the sample features of different 
categories through iterative calculation to achieve clas-
sification. This experiment uses a five-layer convolu-
tional neural networks to realize the classification train-
ing of video homework audio (Fig. 8), which includes 
two convolutional layers, two pooling layers and a full 
connection layer. The specific parameters of each layer 
are as follows:

  Input: spectrum diagram of 128*128*3.
  Layer1: convolution layer, convolution kernel size is 

(5,5), the number is 64, strides = 1;
  Layer2: pooling layer with kernel size of (2,2);
  Layer3: convolution layer, convolution kernel size is 

(5,5), the number is 128, strides = 1;
  Layer4: pooling layer with kernel size of (2,2);
  Layer5: full connection layer with 512 neurons.
  We select ReLU as activation function. The features 

of sample spectrum diagram extracted by the convolu-
tion layer are inputted the ReLU function in the form of 
vector to nonlinear transformation. The ReLU function 
converges quickly and calculates easily. Problems are 
not detected in the gradient disappearance (Kutyniok 
2019). Its function formula is:

  Our experiment is actually a binary classification 
problem. Therefore, we choose the cross entropy func-
tion as the loss function. It can measure the effect of the 
model and is relatively easy to calculate. The prediction 
probability of the positive sample is p and the nega-
tive sample is 1-p, and its calculation formula is (Ezail 
2019):

where yi = 1 if i sample is positive and yi = 0 if i sample 
is negative.

At the same time, we choose the Adam optimizer pro-
posed by Kingma and Lei Ba to optimize the experiment, 
it has the advantages of high computational efficiency, 
simple implementation and small memory occupancy 
(Kingma and Ba 2014).

In the audio detection experiment, clear samples and 
noisy samples were input into the training model in the 
form of sample-label. The average accuracy of model was 
taken as the evaluation index to compare the effectiveness 
of the model in audio detection after lots of training. The 
experimental results are shown in Table 1.

(9)ReLU(x) = max(0, x)

(10)

L = −
1

N

∑

i

[

yi × log
(

pi
)

+
(

1 − yi
)

× log
(

1 − pi
)]

According to Table  1, the average accuracy of 
MFCC + KNN reaches 92.38%, which is optimal in 
the comparison experiment and can be well applied 
to audio classification. Therefore, this system chooses 
MFCC + KNN method to realize audio detection of video 
homework (Fig. 9). 

4.4  System application and evaluation

The final system framework is shown in Fig. 10.
We have tested the system with the collected video home-

work, the accuracy rate of the system reached 84.26%. The 
system detected 89 unqualified video homework within 
5 min and 42 s, which is much faster than a few hours of 
manual screening. In the detection of individual homework, 
the system provides prompt feedback to students when they 
submit homework. Compared with the method of manual 
screening by teachers, this method is much more efficient.

5  Conclusions

Automatic detection of the unqualified video homework is 
getting more important as video homework becomes a more 
popular. This paper puts forward the AVHADS (Abnormal 
Video Homework Automatic Detection System), which is 
based on the problem of uploading video homework in “big 
data acquisition and processing project of actual combat” 
and other courses. Based on MFCC feature and CNN to 
realize the automatic detection and feedback of abnormal 
video homework, the system uses suffix and parameter iden-
tification, Open CV, and the audio classification model. It 
shows that the AVHADS is feasible and effective through 
experiments.

In conclusion, AVHADS can realize preliminary detec-
tion of the unqualified video homework, which is much more 
time-saving and can sent feedback to students promptly. 
Nevertheless, the accuracy of the system can be further 
improved through training. In addition, this system is only 
the preliminary form detection of students’ video homework, 
and it does not review the specific content of homework.

Table 1  Results

Method The average 
accuracy (%)

Spectrum + KNN 58.33
Spectrum + SVM 73.33
Spectrum + CNN 71.84
MFCC + KNN 92.38
MFCC + SVM 89.58
MFCC + CNN 81.17
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In the further researches, facial expression analysis, tone 
change, voice pause and other features can be combined to 
realize automatic review of video homework with artificial 
intelligence technology.
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Abstract. Automatic identification of coreference and the establishment of cor-
responding model is an essential part in course syllabus construction especially
for the comprehensive Universities. In this type of tasks, the primary objective
is to reveal as much information as possible about the course entities according
to their names. However, it remains a difficulty to most of the latest algorithms
since the references to courses are commonly in line with the specifications of
each University. Thus, it is important to link the course entities with similar iden-
tities to the same entity name due to the contextual information. To resolve this
issue, we put forward a graph neural network (GNN)-based pipeline which was
designed for the characteristics of syllabus. It could provide both the similarity
between each pair of course names and the structure of an entire syllabus. In order
to measure the performance of presented approach, the comparative experiments
were conducted between the most advanced techniques and the presented algo-
rithm. Experimental results demonstrate that the suggested approach can achieve
superior performance over other techniques and could be a potentially useful tool
for the exact identification of the entities in the educational scenarios.

Keywords: Knowledge point · Convolutional neural network · Coreference
resolution

1 Introduction

Coreference resolution has become one of the most popular research fields for detecting
the same entities in various practical scenes [1, 2]. And a large amount of algorithms
have been provided to address the task of coreference resolution in natural language
processing (NLP). However, none of them has been specifically designed for the entity
discovery for the syllabus inUniversity. For instance, in thework of [3] a learningmethod
was presented to coreference resolution of noun phrases in unlimited text. One small and
annotated corpus was leveraged as the dataset to produce a certain type of noun phrases
like pronouns. Within this study, the entity types are not confined to specific categories.
Kottur et al. [4] focus on the visual coreference resolution issue, which consists of

© Springer Nature Singapore Pte Ltd. 2021
W. Gao et al. (Eds.): FICC 2020, CCIS 1385, pp. 396–403, 2021.
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determining one noun phrase and pronouns whether refer to the same entity in a picture.
A neural module network is employed for addressing this problem through using two
elements: Refer and Exclude that could execute the coreference resolution in a detailed
word level.

Since most of them focus on the association between each pair of entities rather than
their contextual environment, it is also difficult for the previously proposed techniques
to be adapted to the educational background. However, the rapid development of modern
society proposes the higher requirements of students, the corresponding resources related
to syllabus have grown greatly especially in the Universities. Therefore, the recognition
of the same entities with similar or dissimilar names become much more complicated
than ever before.

Meanwhile, the deep learning-based techniques have shown their performance in var-
ious NLP-oriented applications. For instance, Attardi et al. [5] propose an architecture
of deep learning pipeline for NLP. A group of tools are built for creating distributional
vector representations and addressing the NLP tasks in this work. In total, three tech-
niques were introduced for embedding creation and two algorithms were exploited for
the network training. And the convolutional network plays a vital role in this approach.
In [6], a joint multiple-task model is introduced as well as a strategy for adapting its
depth to the complexity of the tasks. Each layer contains the shortcut connection to both
the word embedding and low-level predictions. One regularization with simple structure
is used to implement the optimization of the objective function.

Recently, the graph neural network (GNN) could be a valuable deep learning model
for implementing the coreference resolution tasks. Originally, GNN was used to deal
with the non-Euclidean data. For instance, in the work of [7], a scalable approach based
on a variant of convolutional neural network for semi-supervised classification within
the graph structure data. Different from the traditional convolutional neural network,
GNN is supposed to address the issues directly on graphs rather than the Euclidean
data such as pixel images. And the original convolution operation is modified into the
spectral graph convolution with the localized firstorder approximation. Both the local
graph structure and the features of each node in the graph could be extracted with GNN.
For clinical applications, a supervised GNN-based learning approach for predicting the
products from organic reactions given the reactants, reagents, and solvents [8].

Base on the above analysis, we put forward a GNN-based pipeline trained by 1,312
pairs of entities for coreference resolution task. To note that all of the entities are extracted
from the syllabus of the Universities in Shandong Province, China. The proposed GNN
model adopts the spectral convolution operator as its primary computation unit. And
each manually collected course entity is independently fed into the proposed GNN as
one node of thewhole graph of syllabus.Meanwhile, the similarity of each pair of entities
and the corresponding adjacent relationship are taken as the characteristics of the nodes
in the graph. In the trainings performed on the dataset, the parameters including the
convolution and pooling layers’ operators as well as the characteristics of the nodes
could be optimized iteratively. With the labeled entities pairs, the trained GNN could be
used to resolve the coreference in the given a new pair of course entities.
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To measure the performance of the presented method, the comparison experiments
were carried out on the samples of data collected manually between latest techniques
and the presented approach. The corresponding results demonstrate that the presented
GNN-based pipeline outperforms other techniques.

In general, this work has at least the following significance as:

• A GNN model is introduced to implement the coreference resolution task in course
syllabus of Chinese University.

• The association between each pair of nodes in the presented graph structure could be
used to represent the association between each pair of entities in the syllabus.

• Experiments on the real samples could demonstrate that the presented method is one
potentially invaluable technique for coreference resolution.

The rest of this paper is as follows. In Sect. 2, we provide the concrete details of
the presented approach. The results of the experiment are described in Sect. 3 and the
conclusion is depicted in Sect. 4.

2 Methodology

2.1 Input of the Proposed GNN

According to Fig. 1, the proposed deep learning model adopts the similarity of each
pair of entities and the corresponding adjacent relationship as its input. Each node in the
input denotes one entity within the course syllabus and the link between each pair of
nodes represents both the connection of the corresponding entities and their similarity.
To note that the length of the link does not equal to the similarity of a pair of nodes.

2.2 Graph Convolutional Neural Network

1) Definition
It is assumed there are n entities (i.e. the course names) in general, Ci = [C1,C2, ...,Cn].
Each syllabus could be denoted by a matrix Ci ∈ Rm×n, wherem is the number of course
in each syllabus, n is the dimensionality for the feature vector extracted from the original
course samples and ni ∈ {0, 1}. The dataset from the syllabus could be represented with
one weighted graph with a data structure of tuple G = (V ,E,W ), where V denotes the
m nodes in the graph, E represents the whole group of edges in the same graph, and
W ∈ Rm×ni is the corresponding adjacency matrix. Meanwhile, is the weight assigned
to the edge, which links Vi ∈ V to Vj ∈ V. To note that the value of the association (the
edge) denotes the similarity of the connected entities. Therefore, it has been set as one
hyperparameter in the following experiments.

The convolutional operator illustrated in Fig. 1 approximately equals to the multipli-
cation operation in the spectral domain and relates to the common convolution operator
in the time domain. The whole process could be mathematically formulated as follows:

L = Im − D− 1
2WD− 1

2 (1)
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where D denotes the matrix degree and Im is the an identity matrix.
Asmentioned byDefferrard et al. [9], the Laplacianmatrix then could be represented

by using Chebyshev polynomials:

Tk(L) = 2LTk−1(L) − T(k−2) (2)

where T0(L) = 1 and T1(L) = L.
To note that a polynomial ordered by K can generate K filters without bias. And, the

filtering of a signal with K filters could be implemented with:

o = gθ (L) ∗ c =
∑

k
= OkθkTk(L)c (3)

where c denotes a course from the syllabus dataset for, L = 2
λmax

− Id and λmaxλmax

is the highest eigenvalue of the normalized L. Therefore, the output of the lth layer for
each sample in a GNN can be formulated as:

Ol
c =

Fin∑

i=1

gθli
(L)cls, i (4)

Where Fout is the outcome filter and Fin represents the inputfilter that would yield
Fout × Fout vectors, θ li ∈ Rk are the Chebyshev coefficients, and θ ls,i is the input feature
map for sample c at layer l.

2) Network architecture
The structure of the proposed GNN is provided in Table. 1. Totally, it is composed of
5 convolutional layers. No pooling operation is used in the network architecture for
conserving the completeness the extracted features. The dropout rates for 2nd, 3rd, 4th,
and 5th convolutional layers are 0.4.

Table 1. Network architecture of the proposed GCNN.

Table
head

Layer

Conv Conv Conv Conv Conv Conv Classifier

Channels 32 32 64 64 128 128 2

K-order 9 9 9 9 9 90 N/A

Stride 1 1 1 1 1 1 N/A

The initial training rate of the proposed GNN is 0.001. The training is conducted
with a fixed 600 steps. The learning rate would decrease by a factor of 0.5 once the
validation accuracy drops in two consecutive rounds.
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Fig. 1. The method of the presented GNN

3 Results and Discussion

The comparison experiments on themanually collated samples between latest techniques
and the presented one to measure the performance of the presented GNN-based pipeline.
And the results of the experiment as well as the analysis are provided in the following
section.

3.1 Dataset

TheproposedGNN is trained solely on samples data collectedmanually of course entities
according to the syllabus inUniversities of ShandongProvince, China. In total, 1,312 pair
of entities (600 of them are coreference) weremanually collected from the rawmaterials.
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Two educational experts were asked to perform the labeling tasks. Furthermore, none
of the data augmentation techniques has been adopted to increase the diversity of the
data samples due to the similarity of the course entities (only the course names). The
adjacent matrix of the entities and the similarity of each pair of entities were both taken
as the input the proposed GNN pipeline.

3.2 The Setting of the Hyperparamete

To determine the optimal setting of the hyperparameter as mentioned in Sect. 2.2, the
classification experiments with different values of this hyperparameter from 0 to 1 with
step of 0.1 were carried out and the corresponding accuracy is illustrated as Fig. 2.

Since the highest accuracy is achieved when we set λ at 0.5, the value of 0.5 is
adopted in the following experiments. Accordingly, the value 0.5 is used during process
of training, testing, and evaluation.

In total, 70% of the samples are taken as the training set, 20% as the evaluation
set, and the remaining are used as the testing set. The presented GNN has been fine-
tuned by back propagationmechanism.Graphics ProcessingUnit (GPU), which has high
performance, is employed in the presented GNN, and the learning rate of the Tensorflow
deep learning platform is set as 0.01.

Fig. 2. Performance of the proposed GNN with different λ

3.3 Experiments

To measure the performance of the presented GNN-based pipeline, the comparison
experiments between latest [10–13] and the proposed techniques were carried out on the
data samples collected manually.

As illustrated in Table 2, our technique outperforms other coreference resolution
techniques in accuracy significantly.
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Table 2. Performance comparison between latest and the presented GNN-based approach.

Methods Accuracy (%)

Lee et al. [10] 83.25

Meng et al. [11] 87.03

Pandian et al. [12] 86.47

Agarwal et al. [13] 90.13

Our method 98.56

3.4 Analysis

According to performance comparison between the latest and ours on the data samples
collected manually, we could observe that effectiveness of the proposed GNN-based
approach. Through transferring the coreference resolution tasks into the neighboring
relationship between each pair of nodes in the non-Euclidean graph, the introducedGNN
could reveal both the association between each pair of entities and the corresponding
similarities. Meanwhile, the accuracy obtained could satisfy the practical requirement
for course syllabus.

The proposed GNN could significantly enhance the classification of coreference.
Sincewe set differentλ to carry out the performance comparison experiments inSect. 2.2,
which is used to represent the similarity between the unknown similarity between one
pair of entities.

4 Conclusion

The accurate identification of the coreference of a pair of course names is a poten-
tially valuable tool for the automatic construction of course syllabus in Universities in
China. A large amount of researches have paid attention to this area and have shown the
effectiveness and efficiency of these works. However, most of the them did not aim at
addressing the specific requirement of course syllabus. To bridge the gap, we propose a
GNN-based network with transferring the coreference resolution issue into determining
the node similarity in the graph. It offers an algorithm in an automatic manner.

This study offers at least the following contributions. First of all, a GNN designed for
course syllabus scenarios is presented to implement the classification of coreference and
non-coreference entities. Secondly, the original coreference resolution issue is trans-
ferred into a similarity measurement problem under the graph. Finally, the presented
GNN outperforms other methods.

Next, we will go on study the extension of GNN and apply them in various fields,
such as natural image processing [14], medical image processing [15] and [16].
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Abstract
Domain knowledge graph has become a research topic in the era of artificial intelligence. Knowledge representation is the

key step to construct domain knowledge graph. There have been quite a few well-established general knowledge graphs.

However, there are still gaps on the domain knowledge graph construction. The research introduces the related concepts of

the knowledge representation and analyzes knowledge representation of knowledge graphs by category, which includes

some classical general knowledge graphs and several typical domain knowledge graphs. The paper also discusses the

development of knowledge representation in accordance with the difference of entities, relationships and properties. It also

presents the unsolved problems and future research trends in the knowledge representation of domain knowledge graph

study.

Keywords Domain knowledge graph � Knowledge representation � Entity � Relationship � Property

1 Introduction

Domain knowledge graph (industry knowledge graph or

vertical knowledge graph) is based on domain-specific

data. Domain knowledge graph is different from general

knowledge graph which contains common sense informa-

tion. Information in a domain knowledge graph is mostly

suitable for a specific industry. It contains more complex

knowledge and structure and plays an important role in

domain information integration. With the in-depth study of

knowledge graph and the progress of artificial intelligence

technology, the construction of domain knowledge graph

has more technical support, and studies of domain knowl-

edge graph have gradually become a heated research topic.

At present, most researches on knowledge graph con-

struction focus on the construction of general knowledge

graph, and there are still gaps between the research of

domain knowledge graph construction which contains

more complex information and data. Knowledge repre-

sentation, as a first step to knowledge graph construction, is

the foundation of knowledge graph construction. Firstly,

this research introduces knowledge representation of clas-

sical general knowledge graphs and current typical domain

knowledge graphs. Secondly, it discusses the development

of knowledge representation according to the difference in

entities, relationships and properties.

The relevant concepts of knowledge representation are

introduced in the second part. The third part discusses the

knowledge representation of general knowledge graphs in

different categories; the fourth part introduces the knowl-

edge representation of typical domain knowledge graphs.

And some unsolved problems in knowledge representation

research have been presented in the last part.

2 Basic concept

2.1 Concept of knowledge representation

Knowledge representation is a set of rules to describe the

world. It is the symbolization, formalization or modeling of

& Haitao Pu

pht@sdust.edu.cn

1 School of Management Science and Engineering, Shandong

University of Finance and Economics, Jinan 250000, China

2 School of Marxism, Shandong University of Finance and

Economics, Jinan 250000, China

3 College of Electrical Engineering and Automation, Shandong

University of Science and Technology, Jinan 250000, China

123

Neural Computing and Applications
https://doi.org/10.1007/s00521-020-05057-5(0123456789().,-volV)(0123456789().,- volV)

http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-020-05057-5&amp;domain=pdf
https://doi.org/10.1007/s00521-020-05057-5


the knowledge. Different knowledge representation meth-

ods are different formal knowledge models. In the concept

of knowledge engineering representation, representation is

a computer model describing the natural world, and it

should meet the specific limitations of computers. There-

fore, representation can be understood as a kind of data

structure and a set of operations. It emphasizes the image

form of the information of the natural world in a certain

type of data structure in the computer and the processing

methods adopted for the stored contents [1]. Knowledge

representation defines the domain basic cognitive frame-

work, which defines the basic concepts in domain and the

basic semantic relationships between concepts [2].

2.2 Relevant concepts

Knowledge representation is a part of the study of

knowledge graph. Wang Haofen, a professor of East China

University of Science and Technology, believes that the

purpose of knowledge graph is to describe various entities

or concepts existing in the real world. Each entity or

concept is identified with a globally unique ID, which is

called identifier. Each property-value pair is used to

describe the internal characteristics of an entity, and the

relationship is used to connect two entities and describe

their associations [3]. Therefore, knowledge representation

not only involves knowledge, but also involves entities,

properties and relationships.

Entities refer to something that exists in the objective

world. Entities have distinction and can exist indepen-

dently. An entity is a basic unit of the knowledge graph [4].

In the knowledge graph, nodes are regarded as entities [5].

A semantic class/concept is an abstract name for a set of

things that have the same characteristics. A property refers

to a property value from an entity, which describes the

characteristics of this entity [5]. Relationships describe the

contact between two or more entities [4, 5].

Knowledge is the set of all facts, concepts, rules or

principles. Here, set is acquired and summarized by

observing, learning and thinking about various phenomena

in the objective world [3]. Knowledge includes language

knowledge, commonsense knowledge, encyclopedic

knowledge, domain knowledge, etc. Therefore, knowledge

graph can be divided into language knowledge graph,

commonsense knowledge graph, encyclopedic knowledge

graph and domain knowledge graph [6]; more broadly, they

can be summarized as general knowledge graph and

domain knowledge graph according to their scope of

application [4].

3 General knowledge graph

This section mainly introduces some general knowledge

graphs and analyzes their knowledge representation. Gen-

eral knowledge graph includes language knowledge graph,

commonsense knowledge graph and encyclopedic knowl-

edge graph. This section selected several typical general

knowledge graphs in different categories and analyzed

their similarities and differences in knowledge representa-

tion. These knowledge graphs are not built successfully at

one time, and each new knowledge graph is formed in the

optimization of the original knowledge graph. The

knowledge representation between them is different though

there are also some similarities.

3.1 Language knowledge graph

Before the popularization of the Internet, lots of original

expert systems and knowledge bases were constructed

artificially, among which the early representative model

was WordNet [6], and it can be regarded as a language

knowledge graph. WordNet is the achievement of the task

to develop a dictionary database undertaken by a group of

psycho lexicologists and linguists at Princeton University

since 1985 [7]. WordNet is regarded as an online electronic

(synonymous) dictionary system, which is a proposal to

combine traditional dictionary information with modern

high-speed computing more effectively [8]. Its knowledge

mainly comes from artificial construction, and we can

simply understand WordNet as an electronic dictionary

with some encyclopedic knowledge and real relationships.

WordNet assumes the role of a dictionary database, so

the division of concepts or entities is not very clear. In our

research, we will mainly analyze its knowledge represen-

tation through words. It takes the word as the smallest unit

and builds a set of synonyms with the same meaning

words. In addition, it defines a name for them and treats

them as a concept. For example, car, railcar, railway car,

railroad car—(a wheeled vehicle adapted to the rails of

railroad; ‘‘Three cars had jumped the rails’’)—are a syn-

onym set for streetcars; each synonym set includes a

description of the concept. A word may have more than

one meaning, so it may appear in more than one synonym

set.

WordNet contains more relationships between words

than entities. It includes the following basic relationships:

synonym relationship, antonym relationship, hypernym and

hyponym relationship, whole and part relationship [7–9].

Synonym relationship is a most basic relationship in

WordNet, because word nodes are related by synonym

relationship. It refers to the relationships between words

with the same semantic meaning. Antonym relationship is
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mainly the relationships between the adjectives, and there

are direct antonym relationship and indirect antonym

relationship. Direct antonym relationship refers to the

relationships between words that have opposite meaning.

Indirect antonym relationship refers to the relationships

between a word and the antonym of its synonym, such as

Fig. 1 [8]; good and bad is the direct antonym relationship,

and great and bad is the indirect antonym relationship. The

hyponymy relationship (is kind of, is a generalization of)

mainly refers to the hierarchical relation between nouns.

For example, the hypernym of dog is the synset of animal,

and the hypernym of animal is the synset of organism. A

word may contain many hyponymy words. WordNet con-

tains 25 basic classes (final hypernym). WordNet also

includes the relationships between whole and part (is part

of), which means a is a component of b, a is members of b

or a is substance of b. Relationships in WordNet are gen-

erally connected by pointers, but some noun entities are

also connected by relational adjectives [8].

WordNet can be regarded as an electronic dictionary

with encyclopedic knowledge, and it contains some basic

features and functional properties. It takes some real things

in the noun set as an entity, such as robin, dog, apple, etc.

Their feature properties are linked to adjectives, and

function properties are linked to verbs. An entity is con-

nected with a descriptive property by property name, such

as WEIGHT(package) = heavy. It means that package has

a property WEIGHT, and the property value is heavy. An

entity and its functional properties are linked by pointers

between noun and verb sets.

3.2 Commonsense knowledge graph

Language knowledge graph (WordNet) realized the task of

adding some simple facts to knowledge network, but it

lacks representation of real events. Real-life events cannot

be described by one word, and general relationships and

properties also cannot show more facts in the real world. So

people build commonsense knowledge graph which

includes Cyc [10] and ConceptNet [11]. The knowledge in

Cyc is represented by higher-order logic; according to

concepts and assertions, Cyc uses argumentation to achieve

the reasoning of common sense knowledge based on con-

textual contents [12–14]. ConceptNet originated in the

Open Mind Common Sense (OMCS) project at the MIT

Media Lab, which was proposed by famous artificial

intelligence expert Marvin Minsky in 1999 [4]. It is a

crowd sourcing knowledge base and a semantic network.

ConceptNet contains a lot of common sense information,

which helps computers to understand the real world. It

extends the knowledge network that language knowledge

graph has built. This section focuses on the knowledge

representation of ConceptNet.

The node of ConceptNet is no longer a simple word, but

semistructured English segments. It is usually a compound

phrase or an action. ConceptNet contains more abundant

knowledge of the real world than WordNet. It focuses on

the common sense meaning of the natural language words

(Unnamed Entity). It will connect the concepts with a lot of

common sense and contains a lot of the complex rela-

tionships in real world. In addition, it can be better in

context-based reasoning, whose knowledge mainly comes

from OMCS project, expert knowledge base, purposeful

games and other knowledge bases. It is a knowledge base

automatically constructed by extracting knowledge

according to certain rules [4].

The concepts and entities in ConceptNet are mainly

composed with words or phrases. Najmi et al. [15] regard

that entities in ConceptNet are described by noun phrase

(NP). These phrases usually consist of one or more main

nouns as root, with one or more other words to describe this

main noun. Verb phrase (VP) is used to describe a concept

sometimes. These concepts are usually extracted from the

text of natural language [4]. They are more consistent with

our usual expression habits. Its nodes contain not only the

entity such as people, objects and regions, but also some of

our actual action states, such as drink coffee, eat breakfast;

these nodes help the expression of commonsense knowl-

edge. Compared with the simple knowledge in language

knowledge graph, ConceptNet passes commonsense

information to the computer. For example, an entity apple

is a fruit in WordNet and red is a property of it. But in

ConceptNet, it might correspond to Apple inc., rather than

a fruit. The specific property and meaning must be inferred

from its context.

ConceptNet5 includes 21 predefined and multilingual

generic relationships (e.g., IsA, UsedFor, etc.) and non-

formal relationships extracted from natural language texts

that are closer to natural language descriptions (e.g., on top

of, caused by, etc.) [4]. Compared with the hyponym

relationship in WordNet, ConceptNet can summarize

commonsense topics or categories by text and connect

them with SuperThematicKLine, such as buy food and

purchase food can be connected with buy by SuperThe-

maticKLine. In addition to simple relationships in WordNet

(IsA, PartOf, MadeOf, SimilarTo, etc.), ConceptNet also

contains many complex relationships in reality, such as fallFig. 1 Antonym relationship
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off bicycle and get hurt connected by the relationship Ef-

fectOf. There is no such commonsense knowledge in

WordNet, nor as relationships [16]. Examples of Con-

ceptNet are shown in Fig. 2 [17].

Najmi et al. [15] analyzed relationships and properties in

ConceptNet from the upper ontology construction. They

believe that properties in ConceptNet are not defined like

general ontology relationships. Even if some properties are

logically incorrect, it may be ‘‘meaningful’’ in common

sense. For example, succeed as a property is connected

with a person through Desires [18]. It is not a property in

the ordinary sense. However, it conforms to our common

sense, so it is expressed in such way. They also pointed out

that ConceptNet also has a number of adjective phrases

(AP) used to describe properties, and they are often con-

nected with hasProperty. Some of the functional properties

are achieved by verb phrase (VP). For example, Movement

Forward is a verb phrase, and it can be linked to bike with

isCapableOf. Liu et al. [16] pointed out that if a property

appears on many nodes, and these nodes belong to one

parent node, this property can be extracted to the parent

node. For example, fruit is a parent node for apple and

banana, and sweet is a common property for them, so it can

extract (‘‘sweet’’ PropertyOf ‘‘fruit’’). In addition, some

adjective phrases which have modifiability can be con-

nected with entities as a property.

The main improvements in ConceptNet compared with

WordNet are summarized as follows.

ConceptNet uses an automated approach to build

knowledge graph. It includes lots of informal common-

sense knowledge accumulated from human experience in

the real world. On the node of entities and concepts, it is no

longer a single word, but a phrase which can contain cer-

tain state information. In relationships, in addition to

simple relationships and category relationships, it also adds

fact relationships contained in the real world, such as

causative relationships, causal relationships, etc. In prop-

erties, ConceptNet extends the way to extract properties. In

addition, it also contains properties from commonsense.

3.3 Encyclopedic knowledge graph

Encyclopedia knowledge graph is mainly centered on the

open knowledge graph supported by LOD [19] project. It

mainly includes Wikidata [20], YAGO [21], Google

Knowledge Graph [22], Freebase [23], etc. Wikimedia

launched Wikidata in October 2012. It links pages which

has same theme and allows readers to add or change data

entries. Data in Wikidata are basically described by prop-

erty-value pairs. For some complex information, property-

value pairs are allowed to add dependencies property-value

pairs. YAGO is a large semantic knowledge base con-

ducted by the Max Planck Institute in Germany, and it has

a million entities and more than five million facts [6]. It

extracts facts from Wikipedia’s classification system and

information boxes and combines classification relation-

ships from WordNet [24, 25]. It describes event informa-

tion in more detail than Wikidata [26]. Google Knowledge

Graph [22, 27] was proposed by Google in May 2012. It

builds connection between entities and changes the rules of

search based on keywords. It generalizes the content of the

same topic and describes entities using structured fields. In

addition, it clusters entities and properties based on the

user’s Google retrieval data. Freebase is a semantic web

project started by a MetaWebin 2005. Its construction

based on Wikipedia and swarm intelligence [4, 6]. It also

allows to add or change data entries like Wikipedia. The

knowledge representation of encyclopedia knowledge

graph is relatively structured. In this section, we chose

Freebase to analyze the detailed.

Compared with the previous two knowledge represen-

tations which have defined relationships, the most notice-

able characteristics of Freebase are it does not control the

top-level ontology very strictly [23], and visitors can create

and edit the definition of classes and relationships by

themselves. It can be more flexible to express different

knowledge. Another notable feature of Freebase is that

knowledge is stored structurally in base. Freebase is an

open, shared, collaboratively built large-scale linked data-

base [4], as well as a practical, extensible, graphical,

structured database of general human knowledge. It is

inspired by semantic Web research and collaborative data

communities such as Wikipedia [28]. Freebase is built by

community member’s collaboration. Its main data sources

include database such as Wikipedia and the contributions

of community users. Freebase’s knowledge representation

Fig. 2 Example of ConceptNet
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framework mainly includes the following elements:

Domain, Topic, Type and Property.

Each piece of information in Freebase is called a topic.

Topic can be a specific and meaningful data (such as

Arnold Schwarzenegger), or an abstract concept (such as PI

in mathematics, Christianity) [28]. It corresponds to the

node in the graph and contains information, which is

unique. Each Topic corresponds to a type (category) node,

and Type is equivalent to a classification of Topic. For

example, Topic ‘‘Yao Ming’’ can correspond to Type of

‘‘Person’’ and ‘‘Athlete,’’ etc. Each Type represents a

unique category. However, in order to match the complex

information in real life, Type can be given a different name

[29, 30]. Type that belongs to the same domain can con-

stitute a Domain. This constitutes the basic structure of

Freebase: Domain -[Type -[Topic [30].

As knowledge in Freebase is structured, it uses a light-

weight classification system (Type System) [29]. There-

fore, it contains relationships and properties which are

different from the knowledge representation of WordNet

and ConceptNet. Jun [29] believes that the property is the

most important concept in Freebase. Property value can be

either a literal value or a relationship with other node (such

as ‘‘is a parent of’’). In order to show the structure of

Freebase more intuitively, here is an example which is

provided by Ruan Yifeng, as shown in Fig. 3 [31]. The

core Topic is Arnold Schwarzenegger, which corresponds

to several types. Though a property is connected to the

node of Arnold Schwarzenegger, it also corresponds to a

property of Type. For example, Arnold Schwarzenegger

corresponds to Type: Person, the property of Person is

country of birth, its value is Austria. Topic: Arnold Sch-

warzenegger and Topic: Austria is connected by this

property, which is also a relationship between these two

topics [31]. Each Type involves different properties.

Therefore, Type can be regarded as a property container,

which contains the most commonly used properties needed

to describe a concept.

Another difference from the above two knowledge

representations is that Freebase proposes a new structure to

handle multiple relationships: CVT (Compound Value

Types). CVT is a node that does not require an explicit

name, which is used to express complex data [32]. It can be

understood as a table in which multiple relationships and

properties are stored, and this table is connected with node.

For example, in Fig. 4 [4], CVT describes multiple rela-

tionships about Obama’s tenure. When you look up Oba-

ma’s tenure, there is an implicit condition for looking up

the length of the tenure. They can be looked up as a whole

through the CVT. The multiple relationships contain ‘‘of-

fice position,’’ ‘‘from,’’ ‘‘to’’ [4]. The structure may be

more complex without the CVT.

The main differences of Freebase compared with the

above two are summarized as the follows:

Freebase contains a larger scope of knowledge. It

includes not only common sense and encyclopedic

knowledge, but also some knowledge of popular culture,

art, location information, etc. In structure, it does not have

the strict ontology constraints like the above two, and its

metadata are flexible to modify and add, and it can be

completed by users more conveniently. In order to reflect

users’ different opinions and understandings, there may be

conflict and contradiction in type and property [28]. It also

has CVT, a compound value type for storing complex data

that are not found in the above two databases. It uses a

more simple structure to display knowledge.

4 Domain knowledge graph

The above are some general knowledge graphs, whose

entities and concepts come from the common knowledge in

real life. In some areas with strong industry knowledge

background, they cannot meet the requirements fully.

Therefore, researches that focus on domain knowledge

graph emerged. Several typical domain knowledge graphs

are introduced in this section.

4.1 Geographic information knowledge graph

GeoNames [33] is a classical knowledge graph in the field

of geography, which contains over ten million pieces of

geographic information (area name, location, etc.), and it is

Fig. 3 Example of Freebase Fig. 4 Example of CVT
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mainly displayed in English [34]. GeoName data were

collected from the United States Geological Survey, the

National Statistical Office, the National Post Office and the

U.S. Army [35, 36].

GeoNames divides knowledge which contains nine

feature classes, which are subdivided into 645 feature

codes [37, 38]. The minimum feature set is the name,

coordinates of latitude and longitude, parent regions and

countries. It contains population data, aliases and links to

Wikipedia, etc. [39]. It treats countries or cities as entities

which corresponds to 19 pieces of information each. And

some of the information fields are allowed to be empty.

These pieces of information can be divided to two sorts.

One is property information, such as area, population.

These properties are basically geographical information

related to the region. And the other is relationship infor-

mation. For example, an entity can connect to feature

classes by feature codes. Level 1 administrative code ad-

min1 code and level 2 administrative code admin2 code can

form hypernym and hyponym relationship [40]. Relation-

ships contained in GeoNames are relatively simple. And

these relationships are mainly based on the division of

administrative regions, geographical location, attribution,

geographic information etc. A simple example of Geo-

Names is shown in Fig. 5 [33].

The main differences of GeoNames are summarized as

follows.

In terms of knowledge scope, the knowledge GeoNames

contains is mainly from geographical field. Compared with

the previous knowledge graphs, it covers more geograph-

ical information. On the structure, the structure of the

GeoNames is relatively simple; the entities it contains have

fixed and uniform properties, so there is a standard

framework of knowledge representation structure. This is

quite similar to encyclopedic knowledge graph such as

Freebase, and it also supports user to edit data information.

Because it relates to geographic information, it links to

some specific map. This is not included in the general

knowledge graph.

4.2 Knowledge graph of medical field

In the medical field, the construction of knowledge graphs

has also been explored. There are relatively complete

medical knowledge bases in this field, such as ICD-11 [41]

which uses a tree structure to describe diseases and UMLS

[42, 43] which use a structure form to store medical

information. And Chinese scholars have also constructed

knowledge graphs about traditional Chinese medicine

[44–46]. These knowledge graphs contain medical con-

cepts. Their structure is similar to the encyclopedic

knowledge graph. In this section, we chose CMeKG [47]

which contains more knowledge to analyze its knowledge

representation.

CMeKG is mainly composed of concepts of diseases,

drugs and diagnostic techniques and their relationships and

properties. At present, CMeKG 2.0 [48] has 11,076 dis-

eases, 18,471 drugs, 14,794 symptoms and 3546 treatment

techniques, and it includes 1,566,494 triples to describe

medical concepts, relationships and properties. It has being

updated and improved constantly. Its entities include dis-

eases, symptoms, medicines, etc. By far, the most impor-

tant entity is disease. It contains treatment options,

treatment drugs, diagnostic methods, symptoms, etiology

and other properties. The general knowledge graph does

not contain such detailed medical knowledge. CMeKG

mainly includes the relationships between diseases and

other entities, such as related causes, complications, related

diseases, etc. In addition, it also includes relationships

between symptoms and symptoms, drugs and drugs, etc.

Like the general knowledge graph, it provides nodes that

link to other knowledge bases. CMeKG is a simple Chinese

medical knowledge graph, and its practical application

Fig. 5 Example of GeoNames Fig. 6 An interface for CMeKG
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needs more exploration. Figure 6 [48] shows an interface

for CMeKG.

The main differences of CMeKG compared with the

above knowledge graphs are summarized as follows:

In terms of knowledge scope, the knowledge CMeKG

contains is mainly from medical field. Compared with the

previous knowledge graphs, it covers more detailed med-

ical information. On the structure, its properties and rela-

tionships are completely different from other knowledge

graphs. Its properties and relationships are based on the

medical field.

4.3 Knowledge graph of e-commerce field

The study on knowledge graphs of e-commerce field star-

ted earlier. The e-commerce knowledge graph is relatively

mature and has been applied in various scenarios. Alibaba

built the e-commerce semantic base in 2013 [49], and it

includes six subsets, which are basic base, e-commerce

base, entertainment base, book base, living base and mis-

cellaneous base. It contains 33 first classes, 10 M entries

and 150 relationships. The simple structure is shown in

Fig. 7 [49]. This is a simple prototype of the e-commerce

knowledge graph.

With the increase in data in e-commerce industry, pro-

duct knowledge graph of e-commerce field is gradually

established [49–52]. The data source includes e-commerce

data, Web site information, industry information and

encyclopedic information. In product knowledge graph,

entities are the products and properties are the related

features about this product. Goods belonging to different

categories have different properties. For example, the food

product has color, smell, shelf life and other properties,

while the mobile phone product has accessories, model,

battery, screen and other properties. Relationships in pro-

duct knowledge graph can be roughly summarized as

complement (co-buy), co-view, substitute, describe, search

and IsA [52]. More broadly, it can be summarized as

synonyms relationship, hypernym and hyponym relation-

ship, holistic and partial relationship [51]; it is similar to

the language knowledge graph WordNet, but relationships

in product knowledge graph are more complex. Most

relationships are N to N [52]. Taking mobile phones for

example, battery, mobile phone stents, audio speaker,

charger have complement relationship with Mobile phone.

But at a finer semantic granularity, they correspond to

accessory, structural attachment, enhancement and add-on.

So the semantic meaning of relationships which contained

in the product knowledge graph is more complicated.

With the upgrading of application scenarios, the

e-commerce cognitive knowledge graph has been gradually

constructed [53]. It mainly realized the function of com-

modity search and personalized recommendation. It

includes user knowledge graph, product knowledge graph

and scene knowledge graph. Through data fusion and

relationships extraction, it links the three knowledge graphs

to form the e-commerce cognitive knowledge graph.

Besides basic product properties, product knowledge

graph includes some labels, such as no salt, sugar free or

some keywords that users often search. These all are stored

in the knowledge graph as properties. These properties are

extracted from national regulations and user historical

usage records.

The data of the user knowledge graph are derived from

account information and historical usage records. In the

user knowledge graph, entities are users, relationships

between entities are social relationships and its properties

are different from other knowledge graphs. The user

knowledge graph contains general user information (name,

age, gender, etc.), which is similar to the general user

knowledge graph. Differences mainly lie in the label of the

user description. It labels the user by age or some historical

search data in e-commerce platform. Those labels are

included in the user’s properties, such as old person, early

pregnancy. And the purchasing power and preferences of

consumers can be inferred from their historical purchase

data, and those labels also can be included in the user’s

properties. These properties are not included in other

knowledge graphs.

In addition, the scene knowledge graph is built to con-

nect user knowledge graph and product knowledge graph

[53, 54]. Its main data source includes user’s search data,

product title, hot spots on the network and some industry

data. It is a unique knowledge graph in e-commerce field.

The scene in scene knowledge graph refers to the con-

ceptualization of user needs, and it is a conceptual node

abstracted from user’s demand characteristics. The scene

knowledge graph uses a short and precise phrase to

describe a class of user demands. It takes the implicit user

demand information as an entity and creates new nodes

which are not included in other knowledge graphs, such as

Outdoor Barbecue, Breakfast for Pregnancy, Keep Warm

for kids. The name of these nodes is from the eight cate-

gories in e-commerce concept vocabulary. The eight cat-

egories are Time, Location, Object, Function, Incident,Fig. 7 Structure of e-commerce semantic base
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Cate/Brand, Style and IP [54]. These scene nodes have

certain properties such as color, so the nodes do not have

special annotated properties. Relationships in the scene

knowledge graph are mainly hypernym and hyponym

relationship. Figure 8 [53] is a simple example of e-com-

merce knowledge graph.

Compared with other knowledge graphs, the differences

are summarized as follows.

In terms of knowledge scope, this knowledge graph

covers more e-commerce information and contains

e-commerce scenario knowledge. On the structure, it

enriches the contents of entities and creates new nodes. In

addition, it uses a graph as a bridge to establish the con-

nection between the two graphs, which are different from

other knowledge graphs.

4.4 Conclusion

Through the research on the knowledge representation of

several domain knowledge graphs, it can be seen that the

design of knowledge representation in domain knowledge

graphs is mainly related to the domain business require-

ments and the construction of domain knowledge graph can

refer to the structure and content of the general knowledge

graph to some extent. The main differences between

domain knowledge graph and general knowledge graph are

breadth, depth and granularities [2]. General knowledge

graph has a wider breadth, which covers more knowledge.

Domain knowledge graph which shows more detailed

knowledge within the field has a deeper depth. In addition,

there are some differences in the granularity of their

knowledge partitioning. The main reason for the differ-

ences lies in their different knowledge backgrounds and

data sources. Domain knowledge graph has more domain-

specific data and knowledge, so its entities and properties

may be quite different from general knowledge graph.

5 Research trends and prospects

There have been lots of researches which focus on general

knowledge graph, and some researches have focused on

knowledge representation learning, such as distance model

SE [55], translation model TransE [56]. Liu et al. [57]

summarized the method of knowledge representation

learning. Research on domain knowledge graph is emerg-

ing. Knowledge representation is the first step for knowl-

edge graph construction. Learning it helps beginners to

understand the concept of knowledge graph and lays a

foundation for domain knowledge graph construction.

For the research on domain knowledge graph construc-

tion, some problems should be explored.

(1) Expansion of knowledge representation

The main way to express knowledge is relational triple,

whether it can be extended to multicomponent to express

diverse information. For complex unstructured problems,

such as the corresponding relationship between major and

school in the education industry, a simple inclusion rela-

tionship cannot express it fully, whether properties and

relationships can be extended?

(2) Multimode of knowledge representation

There are a lot of information resources on the network.

They not only contain text, also include video and image,

etc. Video and image maybe explain knowledge better than

text. Therefore, how to design these nontextual resources

into the structure of knowledge representation is an

important problem.

(3) Knowledge representation automatic learning

Most of the knowledge representation learning methods are

applicable to general knowledge graph. It is not well

qualified for automatic extraction of domain knowledge

with complex information. Therefore, domain knowledge

automatic learning is a problem to be solved.

(4) Knowledge fusion

Compared with general knowledge, the structure of domain

knowledge is more complex and it requires more data

Fig. 8 Example of e-commerce knowledge graph
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experimentation and better algorithms if we want to inte-

grate knowledge into industry background.

(5) Data collection

The establishment of knowledge graph requires lots of

data. In some specific area, such as education, a complete

education knowledge graph can assist teachers to do course

designing and help students collect information. There are

enough data to support education knowledge graph con-

struction. However, data collection in the education

industry is still not completed. So data collecting and

analyzing platform is going to be a research trend of

domain knowledge graph construction.

(6) Dynamic update

The knowledge contained in the domain knowledge graph

is not unchanged all the time, such as major courses every

year, the grade of school or major in the education field.

Therefore, how to realize the dynamic change and update

of knowledge in a quick way is an important research area.

Clarifying the concept and content of knowledge rep-

resentation by sorting out the development of knowledge

representation is expected, which will put forward the

knowledge representation about higher education in the

next step and will lay a foundation for the construction of

education knowledge graph as well.
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Abstract. Under the background of Internet+education, video course resources
are becoming more and more abundant, at the same time, the Internet has a
large number of not named or named non-standard courses video. It is increas-
ingly important to identify courses name in these abundant video course teaching
resources to improve learner efficiency. This study utilizes a deep neural network
framework that incorporates a simple to implement transformation-invariant pool-
ing operator (TI-pooling), after the audio and image information in course video is
processed by the convolution layer and pooling layer of the model, the TI-pooling
operator will further extract the features, so as to extract the most important infor-
mation of course video, and we will identify the course name from the extracted
course video information. The experimental results show that the accuracy of
course name recognition obtained by taking image and audio as the input of CNN
model is higher than that obtained by only image, only audio and only image and
audio without ti-pooling operation.

Keywords: Knowledge discovery · TI-pooling · Convolutional nerve

1 Introduction

Online education platforms, forums, personal homepages, Weibo, various training
groups, live broadcast platforms, etc. are all scattered with a large number of course
video resources. Some of the course resources are normative, with course names, course
knowledge points, and course evaluations. However, there are many video resources
that are not standardized and are uploaded spontaneously by individuals on the Internet.
Therefore, when searching for learning resources, the search may be incomplete due to
the irregular description of the video resources, the irregularity or lack of naming, so it is
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increasingly important to identify the courses name from the video for us to effectively
use the Internet learning resources.

Identifying course names from video is a category of knowledge discovery, and
knowledge discovery is the process of identifying effective, novel, potentially useful,
and ultimately understandable knowledge from the data [1]. At present, most researches
on knowledge discovery focus on text documents. For example,Wang et al. [2] proposed
a convolutional neural network event mining model using distributed features, which
uses word embedding, triggering word types, part of speech characteristics and multiple
features of topic model to conduct event mining in text. Li et al. [3] used gated recurrent
neural network (GRU) with attention mechanism to identify events in texts. However,
few people study video, audio and other multimedia files. Video and audio generally
contain rich knowledge, especially courses video, which is not only rich in content but
also related to knowledge. At present, there are a large number of courses video on the
Internet, and these course resources have the phenomenon that the course name does not
correspond to the content or lacks the course name.Researchonhow to identify the course
name in video will help learners make better use of learning resources. In recent years,
deep neural networks have made remarkable achievements in many machine learning
problems, such as image recognition [4], image classification [5] and video classification.
However, identifying course names from courses video is still a challenge.

Based on the above analysis, this study uses a deep neural network model to collect
video fragments of different courses from MOOC of China University and input the
pictures and audio of course video into the model for training. After the completion
of convolution and pooling, a TI-pooling operation is added. The TI-pooling operation
can automatically find the best “standard” instance for training input, reduce the redun-
dancy of learning features, and reduce the parameters and training time of the model.
Ti-pooling operation will be introduced in detail in Sect. 3.2. In terms of the selection of
activation function, we choose FReLU activation function. Compared with traditional
ReLU function, FReLU function has the advantages of rapid convergence, higher per-
formance, low calculation cost and strong adaptability. To verify the effectiveness of the
method we used, we compared it with only images, only audio, and with images and
audio but no TI-pooling model. Experimental results show that the performance of our
method is better than the other three methods. Generally, this study offers at least three
contributions as follows.

1. The CNN is applied to the course name recognition of course video.
2. The images and audio of course video are used as the input of the model to identify

the name of course video.
3. The course name is automatically recognized from the course video.

2 Related Work

Massive data and poor knowledge lead to the emergence of data mining and knowl-
edge discovery research. Knowledge discovery originates from artificial intelligence and
machine learning. It is a new interdisciplinary subject with strong adaptability formed by
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the integration of machine learning, artificial intelligence, database and knowledge base.
There are twomain branches of knowledge discovery research at present, namely knowl-
edge discovery based on database (KDD) and knowledge discovery based on literature
(KDT).

Knowledge discovery based on database (KDD) can be defined as using data mining
methods to identify valid, potentially useful, and ultimately understandable patterns from
the database [7]. Knowledge discovery technology based on database is very mature and
has been applied in many industries. For example, Wu Dan [8] used database knowl-
edge discovery technology to predict employee turnover based on the basic information
database of employees, and identified important factors that affect employee turnover,
including the company’s equity ownership, monthly salary, work environment satisfac-
tion, work participation and so on. Xu et al. [9] developed the PhenoPredict system,
which can infer the therapeutic effects of therapeutic drugs for diseases with similar
phenotypes on schizophrenia from the knowledge base. Li Xiaoqing [10] studied bank
data mining and knowledge discovery, and pointed out that data mining and knowledge
discovery provide a basis for bank decision-making and customer relationship manage-
ment. Knowledge discovery based on database has its limitation that it can only deal
with structured data.

However, in the real world, knowledge does not all appear in the form of structured
data in traditional databases, and quite a lot of knowledge is stored and presented in
various forms, such as books, journals, newspapers, research papers, radio and television
news,WEBpages, E-mail and so on. There is also a large amount of valuable information
in these unstructured data sources. Therefore, data mining from these unstructured data
sources to extract useful knowledge for users has become a new research hotspot in data
mining, which is knowledge discovery based on text. For example, Kerzendorf [11] has
developed a tool that canfind similar articles based entirely on the text content of the input
paper. By mining Web server logs, Novanto Yudistira et al. [12] found the correlation
knowledge in the indicators of e-learning Web logs. Strong typed genetic programming
(STGP) is used as a cutting edge technique to find precise rules and summarize them
to achieve goals. The knowledge displayed may be useful to teachers or scholars, and
strategies can be improved according to course activities to improve the use quality of e-
learning. Enrique Alfonseca et al. [13] describes a combination of adaptive hypermedia
and natural language processing techniques to create online information systems based
on linear text in electronic formats, such as textbooks. Online information systems can
recommend information that users may want based on their interests and background.
Text-based knowledge discovery can process a variety of unstructured data. However, the
current social data volume is growing exponentially. Traditional knowledge discovery
technology based on database and opportunity text has been difficult to process massive
data.

In recent years, deep learning technology has achieved good results in image recogni-
tion, image classification and audio processing, and promoted the application of knowl-
edge discovery in video and audio. We use a two-channel convolutional neural network
model to process the pictures and audio in the course video, and realize the automatic
recognition of the course names without naming or non-standard naming of video from
a large number of course video.
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3 Methodology

3.1 The Network Architecture

For video knowledge discovery, CNN-related technology usually adopts multi-channel
network structure, and has the following three main characteristics: first, weight sharing,
second, local reception field (LRF), and third, pooling operation. CNN generally uses
local information rather than global information.

The CNN model we use consists of two channels, picture and audio, which share
parameters, The model consists of five convolution layers, each of which is followed
by a maximum pooling layer after convolution. After the five convolution layers, a TI-
pooling operation is conducted, and then the full connection layer is connected. The
CNN model is shown in Fig. 1:

Fig. 1. CNN architecture

3.2 TI-Pooling Operation

In this study we represent features in a convolutional neural network as invariant
transformations, which means that the machine learning algorithm only processes
inputs that have not changed for some transformations. The most famous examples
of general-purpose transformation-invariant features are SIFT (scale-invariant feature
transform) [14] and its rotation-invariant modification RIFT (rotation-invariant feature
transform) [15].

Because we did some processing on the sample before entering the data into the
model, such as rotation, scaling and other changes to enhance the richness of the sample.
The goal of TI-pooling is to carry out exhaustive search on the transformed samples to
obtain the instance corresponding to the current response of the feature, and then only
improve the performance of the feature with this instance.
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As shown in Fig. 1, in the CNNmodel, the original sample and the transformed sam-
ple are input together. Instead of considering all the inputs as independent samples, but
all the responses of the original sample and the transformed sample are accumulated and
the maximum response is taken. Compared with data expansion, TI-pooling operation
can learn fewer parameters without the disadvantage of losing relevant information after
sample conversion, because it uses the most representative strength for learning.

Assume that, given a set of possible transformations �, we want to construct new
features g_k (x) in such a way that their output is independent from the known in
advance nuisance variations of the image x. We propose to formulate these features in
the following manner:

gk(x) = max
φ∈Φ

fk(φ(x)) (1)

Where φ(x) is the input sample x according to a set of transform � transform after
get the sample, fkφ(x) is the input sample characteristics of the model, and TI-pooling
ensures that we use the best instance φ(x) for learning.

3.3 Activation Function

ReLU is an activation functionwidely used inCNN, but due to the zero-hard rectification,
it cannot obtain the benefits of negative values. ReLU simply restrains the negative value
to hard-zero, which provides sparsity but results negativemissing. The variants of ReLU,
including leaky ReLU (LReLU) [16], parametric ReLU (PReLU) [17], and randomized
ReLU (RReLU) [18], enable non-zero slope to the negative part. It is proven that the
negative parts are helpful for network learning. In this paper we use a new activation
function called flexible rectified linear unit (FReLU), FRELU extends the output state of
the activation function, adjusts the output of theReLUfunctionby adjusting the rectifying
point, captures negative information and provides 0 features. It has the advantages of
fast convergence, high performance, low calculation cost and strong adaptability [19].

As shown in Fig. 2(a), the input is x and the ReLU function is:

relu(x) =
{
x i f x > 0
0 i f x < 0

(2)

Fig. 2. ReLU and FReLU function images



346 J. Lin et al.

The FReLU activation function we use is shown in Fig. 2(b). The function is:

f relu(x) =
{
x + bl i f x > 0
bl i f x < 0

(3)

where bl is the lth layer-wise learnable parameter, which controls the output range of
FReLU. Note that FReLU naturaly generates ReLU when bl = 0.

3.4 Loss Function

We choose the cross entropy function as the loss function of the training network. The
specific function is:

C =
1

n

∑
x

[ylna + (1 − y) ln(1 − a)] (4)

Where x is the input to the training, y is the output of the training, a is the actual
output of each neuron, and n is the entire number of samples trained.

3.5 Back Propagation

Let ∇ fk(x) be the gradient of the feature fk(x) defined in Eq. 1 with respect to the
outputsO(·, θ l−1

j ) of the previous layer. This gradient is standard for convolutional neural
networks and we do not discuss in details how to compute it [20]. From this gradient we
can easily formulate the gradient dgk (x)

d fk (x)
of the transformation-invariant feature gk(x) in

the following manner:

dgk(x)

d fk(x)
= ∇ fk(φ(x)) (5)

φ = argmax
φ∈Φ

fk(φ(x)) (6)

4 Experiments

The method we used is to input the images and audio of course video into the model. In
order to verify the accuracy of the model, we conducted a comparative experiment with
the model that only images, only audio, only images and audio but without TI-pooling.
The detailed process of the experiment is shown below.

4.1 Data Set

We collected 15 video clips from MOOC of China University, processed the video into
324 pictures and 62 pieces of audio, and marked the picture and audio according to the
course name. In order to increase the richness of the sample, we will make the picture
and audio. After the rotation and scaling changes, 1296 pictures and 248 pieces of audio
were obtained, and then 70% of the samples were selected into the training set, and 30%
of the samples entered the test set.
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4.2 Parameter Settings

The optimizer of the whole model uses the stochastic gradient descent method. The
initial learning rate of the stochastic gradient descent method is set to 0.005, and the
learning rate is attenuated by 1 × 10−6 after each update. The batch size of the data set
read by the neural network during training is 16. The training data is transmitted to the
neural network we use in the form of “sample-tag” for training the network model. The
number of iterations is 103.

4.3 Experimental Result

To evaluate the effectiveness of the method we used, we compared the model using only
images, using only audio, and using images and audio without increasing the TI-pooling
operation. The experimental results show that the model we used is identified. Course
names are more accurate than other methods. As shown in Table 1:

Table 1. Experimental result

Methods Accuracy

Image only 61.3%

Audio only 57.7%

Image and Audio(without TI-pooling) 71.6%

Image and Audio(with TI-pooling) 77.4%

5 Conclusion

Identifying course names from a large number of non-naming or naming non-standard
course videos can help learners improve the efficiency of resource retrieval and thus
improve learning efficiency. In this paper we use a two-channel convolutional neural
networkmodel to process the image and audio signals of the course video.The framework
adds a TI-pooling operation after all convolutional pooling layers. TI-pooling canExtract
the most important features from the course video. The experimental results show that
the CNN framework we use can better identify the course name from the course video,
thus helping learners to better utilize the video learning resources on the Internet.
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Abstract. In this paper, we propose an approach of course recommender system
for the subject of information management speciality in China. We collect the
data relative to the course enrollment for specific set of students. The sparse linear
method (SLIM) is introduced in our approach to generate the top-N recommen‐
dations of courses for students. Furthermore, the L0 regularization terms were
presented in our proposed optimization method based on the observation of the
entries in recommendation system matrix. Expert knowledge based comparing
experiments between state-of-the-art methods and our method are conducted to
evaluate the performance of our method. Experimental results show that our
proposed method outperforms state-of-the-art methods both in accuracy and effi‐
ciency.

Keywords: Course recommender system · Sparse linear method
Expert knowledge

1 Introduction

The emergence and rapid development of Internet have greatly affected the traditional
viewpoint on choosing courses by providing detailed course information. As the number
of courses conforming to the students’ has tremendously increased, the above-mentioned
problem has become how to determine the courses mostly suitable for the students
accurately and efficiently. A plethora of methods and algorithms [2, 3, 11, 15] for course
recommendation have been proposed to deal with this problem. Most of the methods
designed for recommendation system can be grouped into three categories, including
collaborative [1, 8], content-based [7, 14], and knowledge-based [5, 8, 17], which have
been applied in different fields such as [4] proposed a collaborative filtering embedded
with an artificial immune system to the course recommendation for college students.
The rating from professor was exploited as ground truth to examine the results.

Inspired by the idea form [4] and the optimization framework in [9], we propose a
sparse linear based method for top-N course recommendation with expert knowledge
as the ground truth. This method extracts the coefficient matrix for the courses in the
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recommender system from the student/course matrix by solving a regularized optimi‐
zation problem. The sparseness is exploited to represent the sparse characteristics of
recommendation coefficient matrix. Sparse linear method (SLIM) [9] was proposed to
top-N recommender systems, which is rarely exploited in course recommender systems.
Due to the characteristics of course recommendation system in Chinese University, our
method focuses on the accuracy more than the efficiency. It is different form the previ‐
ously proposed SLIM based methods [6, 9, 10, 18], which mainly addresses the real-
time applications of top-N recommender systems. The framework of our proposed
course recommender system is shown in Fig. 1.

Fig. 1. The framework of our proposed course recommender system

According to our observation about common recommendation system matrix, most
of the entries are assigned the same value (zero or one), and the gradients of neighboring
entries also hold the same value (zero or one). Therefore, the sparse counting strategy
of L0 regularization terms [16] were included into the optimization framework of SLIM.
The L0 terms can globally constrain the non-zero values of entries and the gradients in
the recommendation system matrix, which is the main contribution of our proposed
method. Different from the previously proposed regularization terms (the L1 and L2
terms), the L0 term can maintain the subtle relationship between the entries in recom‐
mendation system matrix.

After the process of data gathering as shown in Fig. 1, comparing experiments
between state-of-the-art methods and our method are conducted. Consequently, both the
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experimental results of state-of-the-art methods and our method are evaluated with the
course recommendations presented by seven experts with voting strategy.

The rest of the paper is organized as follows. In Sect. 2, we describe the details of
our proposed method. In Sect. 3 the dataset that we used in our experiments and the
experimental results are presented. In Sect. 4 the discussion and conclusion are given.

2 Our Method

2.1 The Formation of the Method

In the following content, tj and si are introduced to denote each course and each student
in course recommender system, respectively. The whole student-course taken will be
represented by a matrix A of size m × n, in which the entry is 1 or 0 (1 denotes that the
student has taken the course, 0 vice versa).

In this paper, we introduce a Sparse Linear Method (SLIM) to implement top-N
course recommendation. In this approach, the score of course recommendation on each
un-taken student/course item tj of a student si is computed as a sparse aggregation of
items that have been taken by si, which is shown in Eq. (1).

aij = aT

i
wj (1)

where ā is the initial course selection of a specific student and wj is the sparse vector of
aggregation coefficients. The model of SLIM with matrix is represented as:

Ā = AW (2)

Where overlineA is the initial value of student/course matrix, A denotes the latent
binary student-course item matrix, W denotes the n × n sparse matrix of aggregation
coefficients, in which j − th column corresponds to wj as in Eq. (1), and each row of
C(ci) is the course recommendation scores on all courses for student si. The final course
recommendation result of each student is completed through sorting the non-taken
courses in decreasing order, and the top-N courses in the sequences are recommended.

In our method, the initial student/course matrix is extracted from the learning
management system of a specific University in China. With the extracted student/course
matrix of size m × n, the sparse matrix W size of n × n in Eq. (2) is iteratively optimized
by alternate minimization method. Different from the objective function previously
proposed in [9] shown in Eq. (3), our proposed method is shown in Eq. (4).

min
W≥0

1
2
‖‖A − AW‖‖2

2 +
𝛽1

2
||W‖‖2

F
+ 𝜆1

‖‖A‖‖1 (3)

min
W≥0

1
2
‖‖A − AW‖‖2

2 +
𝛽2

2
||W‖‖2

F
+ 𝜆2

‖‖A‖‖0 + 𝜇|∇A|0 (4)

Where ‖.‖F denotes the Frobenius norm for matrix, ‖W‖1 is the item-wise L1 norm,
‖W‖0 denotes the entry-wise L0 norm that stands for the number of entries with zero
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value. The data term ‖A − AW‖ is exploited to measure the difference between the
calculated model and the training dataset. The LF − norm, L1 − norm, and L0 − norm

are exploited to regularize the entries of the coefficient matrix W, A, and ∇A, respectively.
The parameters 𝛽1, 𝛽2, 𝜆2, and 𝜇 are used to constrain the weights of regularization terms
in the objective functions.

In our proposed final objective function, the LF norm is introduced to transfer the
optimization problem into elastic net problem [19], which prevents the potential over
fitting. Moreover, the L1 norm in Eq. (3) is changed to L0 norm in our proposed objective
function. This novel norm L0 [12, 13, 16] is introduced to constrain the sparseness of
the A and ∇A.

Due to the independency of the columns in matrix W, the final objective function in
Eq. (4) is decoupled into a set of objective functions as follows:

min
wj≥0,wj ,j=0

1
2
‖‖‖aj − ajwj

‖‖‖
2

2
+

𝛽2

2
|||wj

‖‖2
F
+ 𝜆2

‖‖‖aj

‖‖‖0
+ 𝜇

|||∇aj

|||0 (5)

where aj is the j-th column of matrix A, wj denotes j-th column of matrix W. As there
are two unknown variables in each Eq. (5), which is a typical ill-posed problem. Thus,
this problem need to be solved by alternate minimization method. In each iteration, one
of the two variables is fixed and the other variable is optimized.

2.2 The Solver of Our Proposed Method

Subproblem1: computing  wj

The wj computation sub-problem is represented by the minimization of Eq. (6):

1
2
‖‖‖aj − ajwj

‖‖‖
2

2
+

𝛽2

2
‖‖‖wj

‖‖‖
2

F
(6)

Through eliminating the L0 terms in Eq. (5), the function Eq. (6) has a global
minimum, which can be computed by gradient descent. The analytical solution to
Eq. (6) is shown in Eq. (7):

wj = F−1

⎛⎜⎜⎜⎝
F
(
aj

)

F
(
aj

)
+

𝛽2

2
(
F
(
𝜕x

)∗
⋅ F

(
𝜕x

)
+ F

(
𝜕y

)∗
⋅ F

(
𝜕y

))
⎞⎟⎟⎟⎠

(7)

where F(.) and F−1(⋅) denotes the Fast Fourier Transform (FFT) and reverse FFT,
respectively .F()∗ is the complex conjugate of F(⋅).

Sub-problem 2: computing  aj  and  ∇aj

With the intermediate outcome of wj, the aj and ∇aj can be computed by Eq. (8):
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1
2
‖‖‖aj − ajwj

‖‖‖
2

2
+ 𝜆2

‖‖‖aj

‖‖‖0
+ 𝜇

‖‖‖∇aj

‖‖‖0
(8)

By introducing two auxiliary variables h and v corresponding to the column vector
aj and ∇aj. The sub-problem can be transformed into Eq. (9):

1
2
‖‖‖aj − ajwj

‖‖‖
2

2
+ 𝜆2

‖‖‖aj − h
‖‖‖

2

2
+ 𝜇

‖‖‖∇aj − v
‖‖‖

2

2
+ 𝜆

(‖h‖0 + ‖v‖0
)

(9)

To testify the performance of our proposed method, comparing experiments between
state-of-the-art methods and our method are carried out with gathered dataset and expert
knowledge. In the following section, the experiments are described in detail.

3 Experimental Results

3.1 Datasets

In order to testify the performance of our proposed method and implement the method
in practical scenarios, we gather the data from five classes of information management
specialty for the learning management system of our University. The data records of the

Table 1. The initial dataset from the five classes

No. SPSS CH Eng LA PT DB CC PE C Acc CS
1 1 1 1 0 1 0 1 1 0 1 0
2 0 1 1 0 1 0 1 1 1 1 0
3 0 1 1 0 1 1 0 1 0 1 0
4 0 1 1 0 1 1 0 1 1 1 0
5 1 1 1 1 1 0 0 1 1 1 0
6 1 1 1 1 1 0 0 1 1 1 1
7 0 1 1 1 1 0 0 1 1 1 1
8 1 1 1 1 1 1 0 1 0 1 1
9 1 1 1 0 1 1 1 1 0 1 0

10 1 1 1 0 1 1 1 1 0 1 0
11 0 1 1 0 1 0 1 1 0 1 0
12 0 1 1 0 1 1 0 1 0 1 1
13 0 1 1 1 1 0 1 1 0 1 1
14 1 1 1 1 1 1 1 1 0 1 1
15 1 1 1 1 1 1 1 1 0 1 1
16 0 1 1 0 1 1 1 1 0 1 1
17 1 1 1 1 1 1 1 1 0 1 1
18 0 1 1 1 1 0 1 1 0 1 0
19 1 1 1 0 1 1 1 1 0 1 0
20 0 1 1 1 1 0 1 1 0 1 1
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courses and students were extracted from the Department of Management Information
System, Shandong University of Finance and Economics and the Department of Elec‐
tronic Engineering Information Technology at Shandong University of Sci&Tech. The
most important information of the courses and students is mainly about the grades
corresponding to the courses. All of the students from the information management
specialty are freshmen in our University. Most of them have taken the courses of the
first year in their curriculum except three students have failed to go up to the next grade.
Thus, firstly we eliminate the records of the three students. Meanwhile, we collect the
knowledge including the programming skill that they have mastered through a ques‐
tionnaire. The courses that they have taken and the content that have grasped are
combined in the final datset. A part of the dataset is shown in Table 1, where 1 denotes
that the si student has mastered the tj course, and 0 denotes the opposite.

After gathering the data of the students from the five classes, comparing experiments
between state-of-the-art methods and our method are conducted. We choose several
state-of-the-art methods including collaborative filtering methods itermkNN, userkNN,
and the matrix factorization methods PureSVD.

3.2 Measurement

The knowledge from several experts on the courses in information management
specialty are adopted as ground truth in the experimental process. To measure the
performance of the comparing methods, we introduce the Hit Rate (HR) and the Average
Reciprocal Hit-Rank (ARHR) in the experiments, which are defined as shown in
Eqs. (11) and (12).

HR =
#hits

#students
(11)

where #hits denotes the number of students whose course in the testing set is recom‐
mended by the expert, too. #students denotes the number of all students in the dataset.

ARHR =
1

#students

#hits∑
i=1

1
pi

(12)

Where pi is the ordered recommendation list.

3.3 Experimental Results

In this section, the experimental results calculated from the practical dataset. Table 2
shows the experimental results of the comparing methods in top-N course recommen‐
dation.
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Table 2. The performance of the comparing methods

Methods HR1 ARHR1 HR2 ARHR2 HR3 ARHR3 HR4 ARHR4 HR5 ARHR5

itemkN
N

0.18 0.13 0.19 0.14 0.20 0.13 0.18 0.13 0.19 0.14

Itempro
b

0.21 0.15 0.19 0.16 0.21 0.14 0.19 0.12 0.17 0.13

PureSV
D

0.09 0.11 0.10 0.12 0.12 0.12 0.17 0.14 0.18 0.15

SLIM 0.24 0.16 0.17 0.18 0.24 0.19 0.16 0.14 0.17 0.15
ours 0.27 0.17 0.19 0.17 0.25 0.18 0.20 0.14 0.19 0.15

Where HRi, ARHRi denotes the performance for classi, respectively. The experi‐
mental results shown in Table 2 demonstrate that our proposed method outperforms
state-of-the-art methods in most of course recommendations both in the HR and ARHR.
It shows that the sparse regularization term based on the prior knowledge from the
observation in our method are suitable for solving the problem of course recommenda‐
tion.

In order to illustrate the performance of our proposed method according to the
number of courses and topics included in the experimental testing. It shows in Fig. 2
that a higher accuracy is obtained when the number of courses increases. Meanwhile,
the courses included in our experiments are divided into 32 different topics, Fig. 3 shows
that the accuracy is also higher when there are more relative courses.

Fig. 2. Accuracy of our proposed recommendation system method due to the number of courses
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Fig. 3. Accuracy of our proposed recommendation system method due to the number of topics

4 Conclusion

In this paper, we propose an approach of course recommendation. In our method, the
SLIM was introduced and a novel L0 regularization term was exploited in SLIM. Mean‐
while, the alternate minimization strategy is exploited to optimize the outcome of our
method. To testify the performance of our method, comparing experiments on students
from five different classes between state-of-the-art methods and our method are
conducted. The experimental results show that our method outperforms the other previ‐
ously proposed methods.

The proposed method was be mainly used to implement the course recommendation
for the Universities in China. However, it also can b exploited in other relative fields.
In the future, more applications of our approach would be investigated. Other future
work includes the modification of the objective function in our method including the
other regularization terms and different optimization strategy.
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Abstract—As a novel learning method, mobile learning will 
definitely become one of the most important part of learning 
based society. In this paper, we firstly analyze the disadvantage 
of the traditional in-class teaching pattern, aiming at 
Information Management System to research the mobile 
learning based knowledge architecture construction and 
related resource integration. According to the current 
curriculum architecture, we systematically review all of the 
subjective courses and relative knowledge modules, which 
contributes in organizing whole relationship among all of the 
modules, constructing the connections and improving the 
whole knowledge architecture. Our proposed plan would be 
beneficial in solving the problem existing in traditional in-class 
teaching pattern.  

Keywords- Mobile learning; Information Management and 
Information System;  Knowledge Architecture 

I.  INTRODUCTION 
According to the current curriculum architecture, we 

systematically review all of the subjective courses and 
relative knowledge modules, which contributes in organizing 
whole relationship among all of the modules, constructing 
the connections and improving the whole knowledge 
architecture. Our proposed plan would be beneficial in 
solving the problem existing in traditional in-class teaching 
pattern. 

Along with the development of computer networking and 
wireless communication, intelligent mobile terminal has 
greatly changed our living style and working method [1-2]. 
Based on the mobile learning technique, learning with the 
mobile terminal has been paid attention by more and more 
people, and mobile learning has become one of the novel 
learning methods in learning based society. In 2000 [3], the 
report D-learning. E-learning. M-learning presented by 
remote learning expert Desmond•Keegan was introduced 
into China, after that mobile learning has been one of the 
most popular research hotspot in China. Mobile Learning 
means to implement the Anyone, Anytime, Anywhere, and 
Any style (4A) freely learning, which can supply the learners 
with time-oriented, place-oriented, and person-oriented 
learning environment, and dynamically construct the brand 
new learning and teaching pattern. 

There have been various successful mobile learning cases, 
such as [4]the project of MOBILearn in EU, and[5] the 

mobile education project presented by Chinese Ministry of 
Education, which theoretically and practically explore the 
teaching design, content development, platform 
implementation, architecture evaluation and business pattern 
of mobile learning architecture, respectively. On the other 
hand, the hand hold augmented reality simulation game 
project by MIT, America and the butterfly observation live 
learning support system project by National Tsing Hua 
University, focus on specific content based virtual reality, 
simulated game scene, they emphasize on the natural fusion 
of learning and substantial scenario. Their research content 
aims at making use of the facility of the mobile devices in 
functionality such as information acquisition and mutual 
discussion. The project presented in China, including the 
mobile education by Ministry of Education stress on the 
implementation of teaching supportive system, the 
commercial project by corporation such as the family of 
mobile learning by Nokia Inc., focuses on informal learning 
or casual learning of English and other fashion design. At 
present, the researches and projects in China hardly relate to 
the formal educating activity, especially the fusion with the 
courses of in-school courses, the width and depth of the 
mobile learning based teaching and practicing researches and 
projects need to be extended in the next following phases.        

The content of Information Management and Information 
System covers up management and computer science, etc. It 
has obvious characteristics of inter-discipline, following with 
the rapid development of networking technique and micro-
electronic technique, management, computer software and 
theory are interconnected with each other deeply and broadly, 
which all contribute in changing the theory and technique in 
Information Management and Information System. 

Currently, most of the Universities in China are exploring 
how to cultivate and raise the creative talents of Information 
Management and Information System under the new era. In 
recent several years, some Universities are carrying out 
applied talent raising and extraordinary engineer plan based 
teaching researches and projects of different levels, aiming at 
this problem and combining with self practical condition we 
perform similar teaching reform exploration. The reform 
includes the talent raising pattern in Information 
Management and Information System, Curriculum 
architecture construction, curriculum optimization, practical 
teaching arrangement, etc. Some of the projects put forward 
utilizing the modern teaching method and constructing 
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network based teaching platform, such as online learning and 
mobile learning both are remote educational patterns. Mobile 
learning emphasizes on the personal learning, which is the 
extension and development of online learning, can help the 
learners to realize the learning process anytime anywhere. At 
present, there are rarely this kind of researches and 
explorations especially in Information Management and 
Information System.   

Nowadays, the construction of Information Management 
and Information System in each University of China usually 
follows as: from fundamental to professional, from simple to 
difficult, based on which the curriculum architecture of 
Information Management and Information System is divided 
into Common Fundamental, Specialty Fundamental, 
Specialty Optional, and Practical Section, etc. The courses in 
raising plan are systematically related with each other, but in 
the implementation process we commonly observed that the 
students are lack of systematical understanding and acquiring, 
meanwhile they have no knowledge about the relationship 
among the courses and the fundamental requirements, and 
they always present the problems that the knowledge are 
discrete and what can they do after graduation or where to 
find the job.     

In this paper, according to teaching and analyzing of the 
author, we confirm that the existing problems relates to the 
constraint of traditional teaching pattern. Thus, we firstly 
analyze the constraint of traditional teaching pattern in 
Information Management and Information System, 
researching on the knowledge architecture construction and 
resource integration based on mobile learning, according to 
the current curriculum architecture, we systematically review 
all of the subjective courses and relative knowledge modules, 
which contributes in organizing whole relationship among all 
of the modules, constructing the connections and improving 
the whole knowledge architecture. With the learning 
requirement of students, getting rid of the textbook-centered 
teaching method, constructing the mobile learning based 
specialty knowledge learning resource, we emphasize on the 
forming process of teaching knowledge. Aiming at the 
different emphasizing directions of this specialty, we 
construct the web based knowledge architecture. Based on 
the intactness and practicality of specialty knowledge, 
guiding the students to carry out self learning, leaving them 
with free space of thinking, cultivating the creative thought 
and creative ability of the students with inspiring teaching. 
The implementation of the project can effectively solve the 
problems existing in traditional in-class teaching pattern. 

II. EXISTING PROBLEMS IN TRADITIONAL CLASSROOM 
The problems include: 
(1) Under the traditional in-class teaching pattern, the 

teachers utilize the instructing and experimenting to teach the 
students relative knowledge of specific specialty. According 
to the abstract theory, dynamical process description, 
integration, and designing experiments of specialty courses 

in Information Management and Information System. The 
students have difficulties in understanding the content, 
lacking of practicality. With the mobile learning pattern , the 
teachers and students all can make use of the resource 
platform with different multimedia materials (animation, 
simulation, audio and video, etc) to learn specific knowledge 
module, the students can utilize the mobile devices to learn 
anytime and anywhere, which can effectively enhance the 
learning result.   

(2) In traditional in-class teaching pattern, according to 
the constraint of semester arrangement, the time interval of 
some courses is extensively long. There are disconnections 
of preliminary and successive courses, omitting of the 
important knowledge points, thus the teachers always need to 
review, retrospect consistently, which affects the learning 
efficiency. Otherwise, with the current evaluation and 
feedback mechanism, after completing the course the 
students can only clearly understand self learning situation 
with the score of final exam, which makes them ignoring the 
knowledge points if they pass the exam, without successive 
guidance and lack of knowledge points the student cannot 
comprehend enough content. On the other hand, with the 
mobile learning based specialty knowledge architecture 
resource, the students and teachers can communicate with 
the same learning platform, the teacher can teach the students 
online, and according to the different requirement of 
different specialty and employment they can elaborate the 
knowledge differently. The students can choose the learning 
resource optionally anytime and anywhere, breading the wall 
of before class, in-between class, and after class and barrier 
between preliminary course and successive course. 

(3) In traditional in-class teaching pattern, in order to 
satisfy the covering of knowledge in determining the raising 
plan, there are various specialty courses. But the students did 
not get enough guidance of choosing optional courses, which 
makes them lack of systematical understanding of the 
specialty learning. Mobile learning based knowledge 
architecture should be constructed with different directions 
and webbed knowledge architecture, guiding the students to 
clarify their own learning direction and carry out 
systematical learning, and effectively extend their knowledge. 

(4) Because the teachers have to think about the 
employment and graduation of the students at the same time, 
they usually require the students to comprehend the 
knowledge points similarly, which is lack of personal 
guidance and unbeneficial to teaching according to personal 
requirement and condition. With the mobile learning 
platform, the teachers can broadcast the knowledge modules 
according to the different specialty and employing 
requirement, and the students can choose voluntarily. 
Exploiting the mutuality of the platform, the students and 
teachers can execute one by one learning and teaching 
procedures, which can realize the personal teaching and 
customizing teaching. 
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Meanwhile, mutual learning and collaborative learning 
with the mobile terminals can transfer the passive learning 
into active learning, which can stimulate the interest and 
enthusiasm of the students, would be beneficial to the 
cooperation and creativity of the students. Through the 
research and exploration of this project, we can implement 
the fusion of foreign advanced teaching methods and 
resources, which can enhance the comprehensive ability of 
the student and the teaching research level of our University, 
finally it can improve the educating quality entirely. 

III. INFORMATION MANAGEMENT AND INFORMATION 
SYSTEM SPECIALTY MOBILE LEARNING BASED RESOURCE 

CONSTRUCTION 
Our University began to enroll the students of 

Information Management and Information System from 
2005. According to the requirement of Shandong Province 
High School and social economy development, as a 
provincial school our University clearly presented that we 
should raise advanced practical and creative talents in our 
planning. Therefore, aiming at Information Management and  

Information System we should stand up on the 
localization of our University, fully make use of the 
characteristics and advantage of our specialty, effectively 
utilize the inter-discipline characteristics of Information 
Management and Information System, to cultivate the 
students with ability of information technique and 
management, advanced practical talents for the area 
economy development would be our optimal arrangement 
and position. 

During about one decade of development, we insist on 
the specialty construction guiding thought, which is based on 

cultivating the talent, integrating the knowing with 
practicing,  

teaching researching, and serving the society in harmony. 
Oriented with the social requirement, organizing openly, 
creating talent raising pattern, based on the persons, chasing 
the personal development and fully development of the 
students, we continually accumulate and cultivate the 
specialty characteristics of Informative society requirement 
oriented, practical teaching and practical information system 
developing ability of the students emphasized, and the fusion 
of information technique and management. Figure 1 shows 
the specialty teaching architecture of Information 
Management and Information System in our University.      

Figure 1 can demonstrate that the knowledge in 
Information Management and Information System is broad, 
meanwhile the development of information technique is 
rapid, the teaching tasks and quantity are heavy, and the time 
of teaching specialty courses is short. Therefore, aiming the 
shortage of in-class teaching pattern, combing with the 
specialty teaching architecture of Information Management 
and Information System, we research on the specialty talent 
raising objective of Information Management and 
Information System under new situation, and construct the 
mobile learning based specialty knowledge architecture. In 
above-mentioned architecture, the fundamental theory 
platform can construct mobile learning resource, which are 
chosen from foreign famous teachers, combined with 
traditional in-class teaching, increase the diversity of 
learning and decrease the dullness of theory learning for the 
students. For the information technique platform part, the 
updating of corresponding knowledge is rapid, so we should 
construct the resource as much as possible and not 

 
Figure 1.  Information Management and Information System specialty teaching architecture. 
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constrained by the above listed content, we also should 
construct the resource based on the interest of the students, 
which would contribute to solve the problem that there is not 
enough individual teaching. The students can acquire the 
resource following their own requirement. We would 
increase practical cases of learning resource, which can 
impress the students directly and can benefit them further. 
Management and Economics platforms can construct the 
mobile learning resource with fundamental theory platform, 
but they all must combine with the traditional in-class 
teaching, if the mobile learning resource is independent there 
would be not good effect. Above all, the resource we 
construct is mainly exploited to support the in-class learning 
of the students. 

The front-mentioned learning resource can be effectively 
used by the students. Under the traditional in-class teaching 
pattern, the students mainly make use of paper textbook, the 
material supplied by teachers, PPT, Flash and other video 
materials to learn. But in the mobile learning based pattern, 
the brand of the terminal, platform, monitor, processing 
ability and battery life time are different from each other, 
thus the mobile learning resource has the characteristics of 
intactness, conciseness, short but completeness, real time 
mutuality, and personality. Therefore, after fully researching 
and analyzing the characteristics of mobile learning based 
terminal and the requirement of mobile learning, with the 
fundamental units of knowledge module of mobile learning, 
adopting and introducing current foreign teaching methods 
and resource, we develop the knowledge module based 
visualized mobile learning resource, The content of very 
knowledge module is relatively complete and independent, 
they also have interior connection and logic. The mobile 
learning resources are diverse, including text, picture, audio, 
video, animation, document, experimental case, and learning 
app, etc. 

To enhance the interest and enthusiasm of students, we 
supply them with online seminar, forum, group discussion, 
importance and difficulty analysis, online test, kinds of 
mutual learning, the students can communicate with the 
teachers about specific problem under one by one tutoring, 
the students can discuss, co-assistant, co-evaluate with each 
other, which all play important roles in the feedback during 
teaching and leaning. 

IV. CONCLUSION  
In this paper, after analyzing the existing problems in 

traditional in-class teaching and exploiting state of the art 
Internet and other relative techniques, we transfer the 
traditional Information Management and Information System 
education to Internet. First of all, According to the current 
curriculum architecture, we systematically review all of the 
subjective courses and relative knowledge modules, which 
contributes in organizing whole relationship among all of the 
modules, constructing the connections and improving the 
whole knowledge architecture. Secondly, focusing on the 
difference among individual mobile resource, we render the 
learning resources in diverse ways. And to motivate the 
interest and enthusiasm of the students, we supply them with 
multiple mutually learning methods. Our proposed plan 
would be effectively and efficiently in solving the problem 
existing in traditional in-class teaching pattern.  
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1. INTRODUCTION 

Chinese higher education has already stepped into 
the Era of the Missification with rapid and overall 
development; Meanwhile, along with the 
development of national construction and economy, 
we do need more specialized talents with higher 
quality and ability (Lin, et al. 2014a, b, c）. Thus, 
how to reform the talents raising model under such 
development situation, and to seek advanced 
teaching skills have become one of the most 
important aspects that we should focus on. And 
exploring the raising model and teaching methods 
are playing vital roles in current time, they are 
valuable and meaningful for all of us.  

In “Shi Shuo” from HanYu, it says “What are the 
main functions of teachers? They should at least 
consist of teaching, transmitting, and exploring.” It 
is simple but deep explanation of what a teacher 
should be and should do. It is also the refined 
summary of Chinese traditional teaching model from 
thousands of years ago. This model exists in modern 
Chinese education. It has played an crucial role in 
raising the socialism constructors with 
comprehensive knowledge in China. To understand 
this model fully, we can conclude that good teachers 
should speak out and speak well, and good students 
should learn well thoroughly. Above all are the 
fundamental requirements of our traditional 
education (He, 2002; Haidi, et al. 2008), they are 
also the basic content of current evaluation of 
teaching quality. We should not deny the advantages 
of this model, but we also can not avoid talking 
about the disadvantages of this model, either. And 
with the development of modern education, the 
disadvantages are affecting more severely. In this 
mode, the functions and roles of teaching are 

emphasized too much, and the activities of students 
have been neglected. Especially, with the 
development of modern society, more and more 
knowledge is accumulated to even explosion level. 
The knowledge that the students can learn in limited 
time has fallen behind the development of 
knowledge. And traditional education can not solve 
the inherent contradiction of itself. For example, 
teachers always complaining about insufficient time, 
incomplete content, meanwhile students 
complaining about overloaded content and fast 
teaching speed, tedious, and boring process, etc. But, 
somebody has done relative experiments and the 
results show that there is only 20 percent time of the 
students has been used to concentrate on learning the 
content from the teachers, and the results also tell us 
that the students can not tolerate the one direction 
teaching model, they are not interested in this kind 
of teaching any more, which is the main source of 
the above mentioned contradiction between teaching 
and learning. Specially, as the settlement of raising 
plan in our University, and the guideline to all 
subjects in our University, this is kind of 
contradictions would be more obvious than ever 
before. It is the important issue that we are facing to 
eliminate the contradiction. And the improvement 
and exploration of teaching model should be one of 
the effective ways to us. So in this paper, we 
propose one teaching model based on Seminars, and 
corresponding teaching plans for Information 
management and information system subject, the 
proposed model would render powerful meaning to 
raising talents with high quality, creative ability, and 
teaching standardization such as Figure1. 
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2. GETTING STARTED RELATED WORKS 

Among the teachers and students in Harvard, US, 
there is one famous saying, “the one real object of 
education is to have a man in the condition of 
continually asking questions (Zhu, 2008).” In China, 
because of the impacts of traditional education ideas, 
the teachers over emphasize on the teaching of 
knowledge itself. They turn the active, dynamic, 
interacting language related activities into tedious, 
boring broadcasting of knowledge. They do not 
encourage the students to bring problems, they also 
do not advocate the students to think or discuss 
independently, and finally they make the teaching 
into embarrassing situation. Under the dominance of 
this mode, the students are reluctant to raise new 
problems or discussion. In contrary, teaching model 
based on Seminars do encourage the students to ask 
questions, to think, to discuss, to explore, which all 
contribute to develop the students’ talents and 
abilities, and it can help to form the active scenes of 
classrooms. 

This mode is not one new teaching method. It had 
been adopted by western Europe from 17 century. 
Bruback (American Educator) presented that the 
most fabulous teaching art is encouraging the 
students to raise their own problems. From 50’s of 
20 century, Seminar has been adopted in China 
education system, but affected by the traditional 
education idealism, this model has not been utilized 
widely and thoroughly. In current years, plenty of 
primary school and middle school students of 
literature and history subjects have began to 
explored and practiced this mode, have achieved 
great effect, including some papers and practical 
experience, but the implementation of this model in 

Universities and colleges is still rare to see 
(Kirschner, et al. 2006).  

Thus, how to effectively promote the application 
in Universities still need much more experiments 
and experiences, the effects also need to be 
evaluated in the future. 

In our project, we focus on the information 
management and information system subject in our 
University, we propose the Seminar teaching model, 
the scientific definition of this model, the 
implementation principles o this model and we are 
practicing this model in reality. It should play an 
vital role in raising specialized talents with high 
quality and creative skill, and render important 
standardization meaning. After exploration, 
practicing of last two years, we have achieved 
considerable teaching experiences and operative 
teaching results, and it would achieve more 
satisfactory effect, meanwhile it would also help to 
guide relative teaching processes, and contribute in 
raising the learning interests, enhancing the creative 
ability, and comprehensive quality of the students. 

3. CONSTRUCTION AND IMPLEMENTATION 
PLANING OF SEMINAR TEACHING MODEL 
- FOR INFORMATION MANAGEMENT AND 
INFORMATION SYSTEM SPECIALTY 

Seminar based teaching model should include 
researching topics from the teachers or students, 
discussion, self-exploration, implementing the 
research plans, completing the objectives and 
learning plans, satisfying the requirements, 
enhancing the practical ability. In this paper, we 
propose two ways to implement the teaching model: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The powerful meaning to raising talents with high quality, creative ability, and teaching standardization. 
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3.1 Topic based Seminar: students into groups—
assigning the topics by the teachers—browsing 
the relative materials by students(including 
learning and summarizing the relative 
knowledge, and writing out the topic reports)—
discussion in groups—topic seminar—
evaluating the students by the teachers. 

The teachers mush firstly analyze and plan the 
teaching content at macro level based on studying 
the curriculum and textbooks in prior, and they 
should be familiar with the corresponding theories 
and materials, based on the researching topics they 
can bring the advance researching results into 
teaching process, they must also determine the topic 
problems used in the Seminar scenarios, give out the 
subtle problems, assign the topic content, above 
mentioned issues all need plenty of energies and 
spirits. The teachers should create well designed 
contextual environments, and stimulate the students 
to explore actively with self motives, and help to 
supply with the supporting materials to the students. 
Discussion is the main stem of learning, it consists 
of three aspects: (1) learning relative content from 
the textbooks, to understand the problems through 
observing, analyzing, and experimenting. (2) 
exploring according to topics till satisfactory 
answers to the problems are found out. (3) practicing 
according to topic, including topic reports and self 
discussion. In the seminars, the group leader should 
pay attention to take the records. After the group 
leader(in turns) give the conclusion, the teachers can 
give supplement, based on the seminar process, the 
teachers can give conclusion and emphasis 
furthermore, and try to find out the inherent 
relationship among the discussions from higher 
level, and finally the teachers evaluate the topic 
reports and presentations of the students. 

3.2 Problem based Seminar: students into groups—
teaching simply and instructing by the teachers—
self learning the relative materials by students 
and proposing the relative problems—discussion 
in groups—concluding by the teachers—
evaluating the students by the teachers. 

In this paper, we propose a novel teaching method, 
which theoretically is based on the constructivism of 
teaching-learning theory and cognitive tool theory, 
whose principal part is the students and guided by 
the teachers, it encourages independent researching 
and problem solving of the students. This method is 
comprised of following six aspects: a great deal of 
preliminaries taught by the teachers, sufficient 
considering time given to the students, problems 
raised by the students, the discussion with or without 
conclusion, the evaluation of the problems and the 
group members given by the academic advisor or 
teachers. 

Thus our proposed teaching pattern not only pays 
attention to “what to know”, it also concentrates on 
“how to know”, it is mainly about teaching the 
students to mastering the knowledge and learning 
skills. Through the Initiative participation practical 
experience of the students to promote the dynamical 
construction of the science knowledge. The flow 
chart of our proposed teaching pattern is illustrated 
in Figure 2. 
 

4. CONCLUSION 

Problem based seminar teaching model is one 
teaching method that can be used to stimulate the 
interests and motives of the students to learn by 
themselves. The keynote of this model is to reform 
the framework of traditional teaching by innovations 
of curriculum and teaching processes, form one 
brand new teaching idealism, i.e. to instruct the 
students to explore and discuss by themselves. It 
emphasizes the interactions between teachers and 
students, guarantee the students to join in the 
teaching activities actively, it can develop the 
enthusiasm of the students and the teachers. In this 
paper, we try to explore the bilateral process of 
teaching and learning, we give specific 
implementation plans, which all can effectively 
enhance conscious activities of the students, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The flow chart of our proposed teaching pattern. 
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subjective initiatives of the teachers and activate the 
classroom atmosphere. 
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Abstract—The teaching content of course "Mobile Device 
Programming" should be focus on different content for 
different specialty, because the course involves a wide range
content but subject to the limitations of the class hour. In 
addition, since the curriculum knowledge update fast and have 
nature of strong practical, one to many teaching and 
Experimental cases are generally used in the course of teaching 
to improve the students' learning interest. Cases design is the 
key problem in case teaching practice. An experimental case of 
"Mobile Device Programming" for specialties of information 
management and information system and electronic commerce
is proposed in this paper, which takes an e-commerce and 
medical platform for the old people as an example.

Keywords-Experimental case; Mobile device programming; 
Course Reform  

I. INTRODUCTION

Mobile Internet is one of the world’s greatest potential 
industry, and it has become one important aspect influencing 
IT technology and industrial development of the five
technology which are cloud computing, Internet of things, 
mobile Internet, big data and smart city [1]. In recent years, 
the mobile normalization construction of various e-
commerce websites, enterprises, bank and sectors has moved 
into a period of rapid development, with mobile applications 
like “Taobao Client”, “Mobile Government”, “Mobile Tax” 
appearing through 3G and other mobile wireless network for 
data transmission. The emergence of these mobile 
applications allow users to complete shopping, 
administration and other related business with mobile phones 
or other mobile terminals unrestrained by place and space, 
which greatly improves the efficiency of trade and official 
business.

The rapid development of mobile Internet has brought 
new opportunities and challenges for the development and 
personnel training of the specialty of information 
management and information system. Nevertheless, the 
present courses of specialty of information management and 
information system, such as “Information system design and
practice” and “Web information system development 
technology”, mainly focus on the development and design of 
desktop or traditional Internet platform information system 
development, which is either basically fading away from the 
market or saturated the market demand.

There is a large market demand for mobile application 
developer and remuneration for mobile application 
developers is much more than other similar development 
technology for the scarcity of mobile developers. According 
to the investigation report research report [2], the starting 
monthly salary for graduates in first-line companies has 
exceeded 8,000 yuan while in famous enterprises like 
Huawei, ZTE and Tencent, it is 10,000 yuan or more than 
that. With the development of mobile Internet, mobile device 
programming provides a very good employment outlet for 
the students of specialty of information management and 
information system. 

Mobile programming courses are mainly about the 
universality of mobile application development, such as 
image viewer development, contacts development, calculator 
development, jigsaw puzzle development, without content of 
information system development of mobile terminals for 
specialty of information management and information 
system. 

The training target of specialty of information 
management and information system is bring up people who 
can in charge of information system planning, construction 
and management, or development and utilization of 
information resources who work at administrative agencies, 
the national industrial, commercial enterprises, financial 
institutions and management consulting agencies, or research 
institutions and other departments. Curriculum is mainly for 
the development of information systems. The key problem 
lies in the choice of teaching cases and experimental cases to 
make full use of the superiority of information management 
and information system to build the specialty of information 
management and information system considering the 
students' knowledge structure. We discusses the design of 
experimental cases for the specialty of  information 
management and information system in this paper.

II. CASE-BASED TEACHING AND EXPERIMENT

In recent years, due to the "authenticity" and the ability 
of cultivating students' engineering quality, the case teaching 
and experiment has been gradually introduced into 
engineering specialty education . 

As a kind of teaching and experimental method based on 
interaction and closely combined with practice, case-based
teaching and experimental method can fully mobilize the
enthusiasm of the students and maximize their learning 
potential, so it has been great success in teaching and 
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experiment of business, management, law and medicine[3,4].
The case content has the ability of knowledge transfer, we 
can achieve the predetermined teaching goal through the case 
teaching process, causes the student to obtain the knowledge 
and enhances the ability, and the implementation process of 
case teaching and experiment is a process of communication, 
discussion and analysis, which can easily accepted by the 
students. Students' active learning can be promoted by the 
discussion.

The key problem of case teaching and experiment is
choosing high quality cases. The case can come from the 
teacher's own engineering practice, or from actual project in 
cooperative enterprise, or provided by the related books. We
should choose cases carefully to cover the whole course
content and to form the knowledge system and consolidate 
the original knowledge. The case should have a certain size, 
and should not stay in the examples of the level, and can give 
thinking space to students. 

III. MOBILE DEVICE PROGRAMMING

Course of mobile device programming mainly introduces 
the design and development process and method of mobile 
application software to the students. The pre curriculum of 
the mobile device programming mainly includes: computer 
networks, java, management information systems, databases, 
etc, shown in Figure 1.  

The content of course covers a wide range of knowledge
and the programming technique update fast. The content 
include Android application and development environment,
Android application interface programming, event handling, 
multi-interface design, activity and fragment, graphics and 
image processing, data storage, content provider, service, 
broadcast receiver, multimedia application development, 
opengl and 3D development, telecommunication, sensor 
application development, GPS application development,
etc[5].

A semester which include 36 plus 36 hours of class plus
practice time is far from meeting the needs, so it is necessary 
to provide a selective content for different specialty. For 
example, specialty of digital media prefer the development 
of Flash plus Adobe Air and Android, game development 
and other related content[6]. Specialty of information 
management and information system should also focus on 
the development of mobile information systems, such as the 
choice of mobile office automation system, office assistant, 
student elective assistant, electronic commerce website, etc.
So, students can have a good support from other 
professional courses in the teaching process, and there will 
not be too many obstacles for students in understanding in 
the learning process.

The course of mobile device programming is an 
application course with the focuses of practicality and 
engineering. Students will not know how to use the 
knowledge they learned without practice. Therefore, the
course of mobile device programming requires teaching 
method of case teaching, which can be closely combined 
with engineering practice. 

Figure 1. pre curriculum of Mobile device programming

IV. THE CASE DESIGN FOR SPECIALTY OF INFORMATION 
MANAGEMENT AND INFORMATION SYSTEM 

When students in the specialty of information 
management and information system learn the design of
information system, a management information system or 
electronic business website will be generally used. The 
experimental case for mobile device programming still needs 
to be an information system. To this end, the Android 
comprehensive experimental project can choose mobile 
information system, such as library mobile information 
service system [7], campus mobile information service 
system, student dormitory management system, online 
bookstore mobile service system, etc.

The practice of software development process specialty 
of information management and information system and the 
practice of Android development technology should be put
emphasis on the design of android experimental case. From 
research projects and engineering practice, we choose twenty
cases which can cover the whole course content and form a 
case of knowledge construction. In this paper, we take a beta 
version of elderly shopping platform from the smart senior 
care research group as a experimental case. 

V. A CASE: ELDERLY SHOPPING PLATFORM

There are 22,182 thousand people over the age of 60 in 
China by the end of November 1, 2015, showed by the main 
data bulletin of 1% national population sample survey in 
2015 [8]. This number increase 2.89 percentage compared 
with that of the sixth national census in 2010. China has 
entered the aging society since 1999, and the Chinese aging
become a considerable proportion of the social groups. 
Influenced by information society, the elderly population
have tried new things, such as consumption in the field of 
electronic commerce. Although the market is still in the stage 
of development, it is foreseeable that the elderly population 
will be an important portion in the electronic commerce. 

The system "Longevity" is designed to provide a 
shopping service APP with hospital map positioning services 
and a certain capacity of information exchange. From system 
design to implementation, UML modeling, Android interface 
design, database, computer network technology, cloud 
resource acquisition and other technologies are involved in 
the development process. Students can understand and 
practice the whole process of knowledge flow system of 
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android through the development of the experimental case, 
and deepen the understanding of the curriculum they have 
learned before.

A. Functions Structure
The system "Longevity" include front-end APP and 

back-end server. The function of front-end APP include 
login and register, goods purchase, hospital institution
location and retrieval, creating a new topic or view topics, 
etc. which shown in Figure 2.

Figure 2. Functions Structure of front-end App

The function of back-end server is just like server in 
other information system, which include account 
management, product's information management, and 
message management, etc. which shown in Figure 3. 

Figure 3. Functions Structure of back-end Server

B. User Case
Registered users have functions: logging in, viewing the 

list of goods, viewing product details, viewing the topic list, 
posting new topic, locating and retrieval surrounding 
hospitals, as shown in Figure 4.

Figure 4. Use Case Diagram of Register

C. Interface Design
The part of Android interface design includes the use of a 

variety of widgets, multi-interface design, fragment and 
other content. For example, multi interface design include 
modules like "Login & Register", "Purchase", "Medical 
Treatment", "Message Board" and "Remind" can be 
switched using fragment, which is easily operational.  

The main function of "Purchase" module is to display 
and provide the detailed information of various goods, where 
the user can collect goods, share goods and buy goods; 
"Medical Treatment" is a medical module for the old man 
finding near hospital without manual input. They will access 
to location they needed by clicking. "Filial piety" wall 
module provides a similar circle of friends as a platform for 
the exchange of information, to the topic as particles, can 
browse and publish new topic information of topic 
information. "Message Board" is a information exchange 
platform, which is similar to the circle of friends, provide the 
function browsing the topic information and releasing the 
new topic information, with the topic as the particle.
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Figure 5. Map Interface Design of system "Longevity"

Figure 6. Goods Display of system "Longevity"

The techniques used in interface of the system include 
"ImageView", "Fragment", and "Asynchronous task", which
can improve the system's response speed and making APP 
more smoothing.

D. Android Database Design
The database part of the project involves the local SQLite 

database and remote database hosting.
As the storage space of Android mobile client is 

constrained, the client end uses SQLite, which is an
embedded lightweight database, and the server side using 
LeanClouds which is a cloud database, the two databases 
collaborative with each other. The private data is stored in 
the local machine's SQLite, for data privacy and non-
network environment, and the public data and non-important 
data is stored in LeanClouds which is a remote cloud 
managed database to reduce the system size. The 
collaborative mechanism can  enhanced data sharing and 
interaction design requirements.  

SQLite is a commonly used database in embedded 
system. LeanClouds, as a cloud hosting database site, is 
currently widely used by some small and medium-sized 
developers. LeanClouds can provide data storage, data 
management, data analysis, SMS services, and it can provide 
a comprehensive data back-office system. It is suitable in 
data analysis for small APP in the lack of data analysis 
capabilities. 

LeanClouds is an object-oriented database, and it is more 
suitable to the Android development. It effectively avoid 
code fragmentation problem when executing data
manipulation, and its inherent multi-task asynchronous 
operation make it has a the ability to read and write data 
under good network environment and the ability to protect 
upload data under poor network environment. Its multiple 
authentication data security effectively protect the data 
privacy and improve the data security capabilities.

E. Map Location
We develope map positioning function by Baidu map in 

the project.Baidu map is one of the most popular map in 
China, which is easy to deploy and to use. Baidu map 
provides API interface of many functions for most kinds of 
the Android development. It provides the basic map, location 
map, route search and other complete functional modules.
These functions are encapsulated into the SDK environment 
for developers to be used easily.  

To meet the personalized needs of individual developers, 
Baidu map provides the reference documentation and source 
code, and only reserve the right of the core code. The 
developer can rewrite and revise according to their individual 
needs, and function can be developed to adapt to different 
needs of applications. 

Compared with other maps, the Baidu Map SDK carry on
different module development for different platforms, 
making the function code can be adapted to the appropriate 
platform, with higher efficiency and adaptability, which
makes its SDK function more professional and easy to use.
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VI. CONCLUSION

In this paper, we take a mobile programming of e-
commerce system for old people an example, explains the 
principle of case design of mobile device programming for 
the specialty of information management and information 
system. We provides an example for the teaching and 
experimental case design of the specialty of information 
management and information system. This example can be 
extended to other similar specialty e-commerce, etc. 
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Abstract. Although the specialty of information management and information system has already 
started mobile development courses, the current course orientation is not clear, and therefore the 
teaching plan, teaching content and experiment plan are not targeted. Aiming at this problem,we 
studies the teaching purpose and content of the mobile development course for specialty of 
information management and information system, and designs the experimental case base of 
information management and information system. By proposing training program for mobile device 
information system design curriculum, we designs and improves information system case base for 
mobile device, making students majoring in information management and information system 
master the basic function of mobile development, and design and develop multiple system oriented 
information system client and server. For information management and information system majors 
who have good information system development capabilities, they need not to increase investment 
in hardware and software or modify other teaching content. They can easily transfer to mobile 
platform oriented information system design and development, integrating with other development 
technology course as a whole, so as to improve the current isolating situation of mobile 
development technology course. 

Introduction 

Mobile Internet is one of the world’s greatest potential industry today, an important aspect 
influencing the five elements of IT technology and industrial development which are cloud 
computing, Internet of things, mobile Internet, big data and smart city. In recent years, the 
mobile normalization construction of various e-commerce websites, enterprises, banking and 
sectors has moved into a period of rapid development, with mobile applications like “Taobao 
Client”, “Mobile Government”, “Mobile Tax” appearing through 3G and other mobile wireless 
network for data transmission. The emergence of these mobile applications allow users to complete 
the related business with mobile phones or other mobile terminals thus making shopping, 
administration unrestrained by place and space, which greatly improves the efficiency of trade and 
official business. 

According to “2014 Mobile Internet Industry Compensation Investigation Report” [1], in the 
next two years, almost all companies involved in the survey are in demand for mobile development 
talents, including a strongest demand for Android development engineer (more than 85.8% of the 
participating companies have a demand for such talents), followed by IOS engineers and Amazon 
architects. 

The scarcity of mobile development talents caused a higher pay for mobile developers than other 
similar development technicians [2]. According to the research report [1], the starting monthly 
salary for graduates in first-line companies has exceeded 8,000 yuan while in famous enterprises 
like Huawei, ZTE and Tencent it is 10,000 yuan or more. Most small and medium-size enterprises 
offer more than 5,000, far outstripping other industries and enterprises. 
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Nevertheless, the present courses of specialty of information management and information 
system, such as “Information System Design and Practice” and “Object-oriented programming 
language”, mainly focus on the development and design of desktop or traditional Internet platform 
information system development, which is either basically fading away from the market or saturated 
the market demand. The aging course leads to a disjunction between students’ learning and social 
needs, resulting in a decrease of employment rate of information management and information 
system majors year by year [1]. While the development of mobile internet application for mobile 
Internet mobile terminals is in the ascendant, there is a large market demand. The rapid 
development of mobile Internet has brought new opportunities and challenges for the development 
and personnel training of the specialty of information management and information system. How to 
modify the teaching plan and teaching content to comply with the tide of mobile Internet and 
enhance the employability of students is a problem that needs to be solved urgently. 

Specialty of mobile Internet is not included in the current general university education catalog, 
but mobile development courses have been opened. MOOC coursera has started iOS oriented 
Objective-C and Android system oriented Android mobile development courses. To set up mobile 
development courses have already become the norm, thanks to Google Android academic 
cooperation program initiated in 2011. But now mobile development courses are mainly about the 
universality of mobile application development, such as image viewer, address book development, 
calculator development, without information system development of mobile terminals for 
Information Management and Information System majors. 

Related Works 

Directed against the difficult employment situation of Information Management and Information 
System Majors, scholars have put forward a series of improvement actions: Zhang Yunpeng [3] 
analyzed the present situation of college information management and information system specialty 
construction; Li Hongxia [4] proposed a project-driven teaching mode of management information 
system; Xiao Yong [5] probed into the course arrangement of information management and 
information system specialty. 

Niu Li et al. [6] investigated methods to cultivate innovative and entrepreneurial talents by 
school-enterprise integration in higher vocational colleges through IOS mobile development 
platform. Li Xinhui et al. [7] suggested that Android mobile application development course should 
follow “learning by doing”: first fit knowledge and skill points into the actual program, and then 
allow students to practice after theory, to learn by doing. The above mentioned literature on mobile 
development course teaching reform mainly emphasizes how to improve students’ ability from a 
practical point. 

Since the market’s demand for network-oriented B2C talents has been basically saturated, how to 
find employment opportunities for the Information Management and Information System majors is 
a key issue to be solved. Mobile terminals oriented information system development provides a 
very good way out for the Information Management and Information System students, which needs 
more originality than  programming, and therefore more suitable for secondary college students 
such Yanshan College of Shandong University of Finance and Economics. 

Course Design of Information Management and Information System Mobile Device Program 
Development 

Teaching Content of Information Management and Information System Mobile Device 
Program Development 

The training objective of the course is to cultivate information system development personnel on 
the smart mobile platform in order to meet the need of banks, enterprises and other mobile 
information system development requirements. To achieve this goal, it is necessary to make full use 
of current information system design course of the specialty of information management and 
information system, and create a unique mobile development course. 
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For the current mobile development course lack pertinence, syllabus of the specialty of 
information system in domestic and foreign famous universities as well as MOOC cousera are 
investigated to bring in and transform the relevant teaching mode to adapt our students and the 
specific situation. In accordance with international standards, the course syllabus is fully updated to 
enable the course content completely conform to the forefront of industry standards. 

Specifically, the teaching content includes the following aspects (Figure 1): 

 
Figure 1. Course structure of mobile application development technology 

(1) Android System Overview: structure of Android system, construction of Android 
development platform, four components of Android system. 

(2) Android interface design: Use of Android basic control and advanced control, concept and 
application of monitor, ArrayAdapter, BaseAdapter and other adapters. 

(3) Graphic design: how to draw two-dimensional graphics, how to draw the image in Android. 
(4) Multi-threading: drawing dynamic graphics and images with threads and timers.  
(5) Data storage: SharedPreferencen, SQLite and other data storage. 
(6) BroadcastReceiver, Service and ContentProvider. 
(7) Comprehensive Cases of Android Information System Development.  
Because Android development platform can be developed in the Windows environment, the 

development tools Android Studio can be download for free. The low learning cost and the existing 
experimental condition can meet the basic needs of the general application development. With this 
mainstream mobile platform Android operating system as the starting point, through course and 
case study, students can master the basic characteristics, the basic process and basic methods of 
mobile Internet application development, and understand the operating system-based application 
development, deployment, management and other advanced smart phone software development 
technology. An information system development case, such as library management system, can 
serve as the main line to connect each knowledge point. 

Construction of mobile device information system experimental case base  
As a practical course, the experimental aspect is very important for the mobile development 

course. The appropriate project case design is a key issue in teaching content and lab experiment to 
enable students to understand the course content and carry out experiments. Gradual penetration of 
new knowledge in practice is required so that students can perceive the cause and process when 
specific technologies are applied in the actual scene. Teaching cases and experimental cases can 
have options of mobile libraries, mobile banking and other mobile office automation system, or 
student course selection assistant. 

Projects and cases for teaching and experiments should be selected according to the students’ 
ability of programming, and the workload should grow from small to large, from easy to difficult, 
handy and interesting. To be specific, at the beginning of the course teaching cases and 
experimental cases may include the following types: 

UI interface and event handling: for teaching case, take a simple calculator as an example to tell 
about Android interface design and event handling; for experimental case, optional examples can be 
standard weight calculator, standard height calculator, the user login interface, questionnaires 
procedures. 

Android Data Storage Technology: for teaching case, introduce SharedPreference by the example 
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of saving game score, or illustrate SQLite by giving example of mobile phone address book; for 
experimental case, optional examples can be improving mobile phone address book, moving diary 
or English test bank system. 

Multi-threading and Android graphic design: for teaching cases, multithreading can be explained 
by examples of simple animation, drawing board, pinball game, Android drawing and event-based 
callback response; for experimental case, optional image rendering, drawing sine curve, drawing 
cosine curve, image browser, simple flight games. Teacher should provide the corresponding image 
material. 

BroadcastReceiver, Service and ContentProvider: for teaching case, illustrate the usage of 
Service by the example of music player; for experimental case, multimedia player development, 
mobile phone alarm clock service, using ContentProvider to share mobile phone address book. 

Students’ course design is arranged in the late period of the course and teachers provide 
information system topics such as the library mobile information service system, campus mobile 
information service system, and online bookstore mobile service system.  Students ought to 
integrate and apply the completed chapter assignment and then make appropriate expansion to 
complete the course design. Software project management can be used as the main line to manage 
every aspect in the entire mobile development process, from requirements analysis, design, coding, 
testing to the on-line acceptance check, which can enhance students' programming skills and at the 
same time, foster their project development synthesized accomplishment. After the initial exercise 
and training, competent students should be encouraged to participate in Android application 
Development Challenge of Chinese college students. Via autonomous and independent topic 
selection, students may pursue innovative and practical ideas to strengthen their hands-on ability 
and creative consciousness. 

Establishment of Three-dimensional Assessment System 
For programming and development courses, how to reduce or even prevent students’ plagiarism 

behavior of the code is an unavoidable problem. Similarly, in the mobile application development 
course, the appraisal method to more accurately test the students' learning level is a real problem 
worthy of study. 

In order to reduce the code plagiarism and other negative phenomena, improve students’ learning 
initiative, this project builds a multi-dimensional assessment method, which takes students, teachers 
and student groups as multiple evaluation subject, learning attitude as multidimensional assessment 
content, and combines daily assignment, lab assignments, computer online exam as summative 
assessment and process assessment.   

Assessment process is divided into three phases: examination preparation, project examination, 
project evaluation. Examination preparation phase needs assessing project design, students’ team 
group, assessment environment preparation, assessment requirements and cautions announcement. 
In project appraisal stage teachers need to pay close attention to the students’ state and performance, 
including the division of the organization, the team collaboration, project realization process and 
other aspects of students. The project assessment should not only base on the completion of project 
as the sole evaluation criterion.  

Evaluation of the project includes the following aspects: (1) the accomplishment of the project, 
comprehensively testing students’ master of knowledge and skills; (2) the completion of project 
design and document, comprehensively testing students’ needs analysis and other aspects; (3) the 
arrangement of time, the shorter time the project is completed, the more rational organization and 
role assignment, the better member collaboration, the higher proficiency in knowledge and skills. In 
order to reduce students’ plagiarism, questioning and answering can be adopted as course design 
scoring method. 

Conclusion 

By completing information system application program on Android mobile development 
platform, we aims to enable students to gradually master the latest and most popular smart mobile 
development technology and development skills. The implementation of information system 
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project-oriented experiment mode of operation can fully integrate students’ software engineering 
project management ideas with information system design and practice courses, so as to enhance 
students’ engineering accomplishment of communication, collaboration, division of labor and 
cooperation. Project outcomes also apply to other related specialties, such as training e-commerce 
mobile development talents or training computer science and technology talents.  

Through participation in national academic conferences and exchange of experiences with other 
universities, the research results can be further perfected and expanded. Promotion of the project 
results will help improve the quality of mobile development talent training, solve the problem of 
disjunction between information management and information system specialty theory teaching and 
social needs, hence improve the quality of teaching and personnel training, and cultivate 
high-quality and innovative talents to meet the needs of society. The results of the project also have 
high reference and promotional value for colleges and universities of the same kind.  
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Abstract—In recent years, whether the graduate are needed by 
the society has become more and mor concerns. In this paper, 
combining the students of independent colleges and our 
education practice, the social requirement oriented training 
mode is proposed. we construct and improve the pattern both 
conforming the practical needs of current economic society and 
reflecting the training characteristics based on the social 
requirement for Information Management and Information 
System talents of different majors and levels. 

Keywords-information management and information system, 
personnel training mode, social requirement, independent college 

I. INTRODUCTION 
Personnel training mode, which determines the basic 

characteristics of the trained object, is the specific implement 
way of colleges and universities to train the students' 
knowledge, ability and quality structure. Personnel training 
mode based on social requirement enhances the pattern with 
social requirement oriented education construction and talent 
management, meanwhile implement the suitable principles 
and flexibility in the whole process. 

In recent years, the employment for graduates has 
become one of the major concern of the society. Essentially, 
the problem is related to structure rather than quantity. And 
the main reason is that for these years, the major setup and 
training mode always follows the supply oriented principle, 
which causes the divorce between major setup and market 
requirement. Traditional Personnel training mode, 
knowledge structure and quality structure cannot satisfy the 
practical needs of our economic development. Therefore in 
order to solve the problem we should focus on making use of 
the information from labor market, construct and create the 
requirement oriented personnel training mode according to 

social requirement principle and improved high education 
system. In other words, the education department should 
adjust the content of subject, major and course in time, which 
can satisfy the market requirement, based on the dynamical 
market demand. Obviously, to construct the market signal 
generation mechanism, transmission mechanism and 
adjustment mechanism, we need the construction of 
requirement oriented education mechanism and creative 
personnel training mode. 

At present, knowledge economy trains and develops 
rapidly with brand new gesture, and goes through explosive 
expansion. Following the hierarchically development of new 
technology revolution and continuous change of economy 
structure, even in rapidly developed information 
management field the employment situation of graduates is 
terrible now, and intense competition, overall quality and 
society adaptability have become the most important factors 
in information management talent requirement and 
competition[2]. Under the situation discussed above, the 
overall information management major talents who has 
complete knowledge structure, acute creative consciousness 
and spirit, perfect personality and strong society adaptability, 
can be competent  the corresponding position and be 
accepted by the market. Therefore, in the education practice 
in financial colleges, we should pay attention to the 
economic development frontier and grasp the market 
requirement direction, which can help us to construct and 
improve the pattern in order to conform the practical needs 
of current economic society, reflect the training 
characteristics based on the social requirement for 
Information Management and Information System talents of 
different majors and levels. 
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II. RESEARCH STATUS  
Currently, there have been plenty of discussion and 

researches relative to personnel training mode [3,4]. In 
general, the pattern includes three main factors: teaching 
principle, teaching pattern and culture environment. Most of 
the researches insist that the talent training in colleges and 
universities should focus on following aspects: to face the 
society reality, to stress interdisciplinary and ability, to 
enhance practice, to cultivate team spirit and creativity. 

At present the problems in researches on information 
management and information system personnel training 
mode are:  

A. Fuzzy professional positioning  
In “Specialty catalog and introduction of undergraduate 

course of common colleges and universities” presented by 
Chinese Ministry of Education[1], the training objectives of 
information management and information system have been 
given thoroughly, but the content is highly generalized and 
broadly. Many professional teachers in universities would 
misunderstand the content in the making process of major 
training plan and teaching outline, which makes the students 
of this major especially the freshmen confused about the 
subject development and future occupation direction. At the 
same time, many teachers in information management and 
information system originally are from management major or 
computer major, so they usually they would start from the 
original major stand and divide the new major into 
management and computer parts. But practically, 
information management major not only needs computer 
based information technique courses but also stress the 
ability of management information system design and 
implementation. 

In the professional talent training process, most of the 
plan and course architecture in colleges and universities have 
flaws. Firstly, the courses arrangement, most of which have 
not arranged the guide courses and subsequent courses as 
knowledge acquirement behavioral habit. Secondly, they do 
not pay attention to practice teaching, and neglect the 
interdisciplinary features of the major, which all make the 
students lack of the ability of knowledge application and 
necessary means of comprehensive ability. Thirdly, the 
connection between the major courses is not deep enough, 
especially between the fundamental theory and information 
technique courses, which make the students hard to apply 
their knowledge in design and implementation, confines the 
enhancement of their ability. 

Analyzing from the practical perspective, information 
technology has been applied broadly in modern enterprise 
management, and the management concept, ideas and means 
have changed totally. Information technology has also 
deeply affected every aspect of the current economic society. 
So how to train students, who have rapid adaptability to 
science and technology development and conform to the 
society requirement, is one of the important projects in 
information management major talent train. 

B. Chaos pattern 
Now the information management major positioning 

mainly relates to three kinds of courses: the first kind is 
general education courses, such as: higher mathematics, 
foreign languages and political courses; the second kind is 
economy management courses, such as: Management, 
Economics, Accounting and Financial Management; the 
third kind is information technology courses, such as 
Programming, Operating System, Networking and Database, 
etc. And in this pattern there is no effective interdisciplinary 
professional course architecture, but the courses are simply 
meld, the connection between them is not solid and the 
knowledge architecture is incomplete, too. And the 
information management and information system major train 
plans of the colleges and universities are different from each 
other, and the perspective differs, too. In “Specialty catalog 
and introduction of undergraduate course of common 
colleges and universities” of 1998, the courses includes: 
Economics, Accounting, Marketing, Operation Management , 
Organizational strategy and behavior, Principle of 
Management, Application of mathematical statistics, 
Operation research , Computer system and software, Data 
structure and Database, Computer networking, Information 
Management, Information Organization, Information storage 
and retrieval, Management Information System analysis and 
design, etc[1]. And the courses should be divided into 
following modules: economics knowledge module, 
management knowledge module, computer knowledge 
module and information management knowledge module, 
each college and university has their own opinion to the plan.  

In the plans, the colleges and universities have agreed 
that there should be fundamental quality knowledge module, 
modern information knowledge module, information 
management and information system major knowledge 
module and major background knowledge module in the 
final plan, through which we can understand that the main 
objective of major training is to construct the systematic 
structure of major knowledge. 

C. Lack of laboratory fundamental condition and 
insufficient of labs and practical training 
Information management and information system major 

has the characteristics of binding of theory and practice, 
which demands practical experience of the teachers. But 
nowadays most of the teachers graduating from University 
directly have no practical engineering experience. Because 
most of the teachers have no way to attain information 
implementation means in practice, and they can only carry 
our theory teaching, which makes the students lack of 
practical experience, either. And they cannot understand the 
importance information technology. Therefore, major 
teachers without knowledge renovation and practical 
experience are the most terrible problem now. And most of 
the persons incorrectly assume that the information 
management major belonging to management science, and 
misunderstand the major laboratory of the major. Actually, 
comparing to Science and engineering laboratory, lab of 
management major has more input and less output. Therefore, 
the University prefers to construct the former labs instead of 
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management major labs. And, some of the Universities treat 
the theory teaching staff and experiment staff differently in 
salary and other aspects, which severely damage the working 
enthusiasm of the lab staff. Because of the existing problems 
above, the construction of the information management labs 
obviously lags behind the society requirement to talent 
training, which makes it hard to carry out in talent training. 

D. Reform plan design 
We can find that the information management and 

information system major relates to many different fields, 
and because of the rapid development, hard work of teaching 
tasks and insufficient time of major courses, which all make 
creative major teaching reform and construction important. 

1) Reform courses in information technology module  
To carry out corresponding reform to courses in 

information technology module, this can help the students to 
make use of information technology effectively. Meanwhile 
we should adapt the knowledge learned from management 
courses into practical scenarios such as: reflecting the 
running situation of enterprise, management and decision, 
and combine the knowledge learned in mathematics courses 
within. And the combination of the several modules can be 
used to analyze and solve the problems. 

2) Reform practical teaching segment 
Surrounding the industry background and professional 

training objectives to build all kinds of practice teaching 
link，and combine them into practical teaching link, which 
can be used to enhance the basic practical ability, 
professional adaptability and creativity of the students, to 
improve and reform the present information management 
and information system major practical teaching objective 
architecture, practical teaching content architecture, practical 
teaching management architecture and practical teaching  
quality evaluation architecture. 

3) Reform and create teaching methods 
We should renovate teaching concept, motivate the 

students to think more, analyze more and enhance the 
practical ability of them. Making use of modern teaching 
methods and tools, we would attract initiative of the students. 
In course teaching process, we should pay more attention to 
foster self learning ability, creativity ability and independent 
thinking ability of the students. In class teaching process, we 
should insist on the combination of theory and engineering 
cases to enhance the comprehensive ability to apply the 
knowledge in practice of the students. 

E. Solution methods  
We present the following methods based on the reform 

plan above 
1) Select the textbooks and reference books.  

We should choose one set of textbooks and reference 
books which are suitable for the situation of our University 
and pay attention to the connection between the textbooks 
themselves. The selection of textbooks is important, and they 

would affect the students a lot in a course.Reform courses in 
information technology module  

2) Emphasize on fundamental theory teaching , arrange 
curriculum schedule reasonably. 

We should emphasize the fundamental courses, major 
core courses and lab courses, enhance the coaching 
answering s and paper correction, and choose the 
experienced teachers to teach the fundamental courses. 
According to decades of teaching experience, whether the 
student would become the talent that the market and society 
needs the first year is rather important. Besides public 
courses, the subject characteristics determines the freshmen 
should put most of the energy on fundamental courses such 
as mathematics, rather than computer operations, 
programming design, etc. Listening to the teachers carefully, 
reading, thinking hardly and  experiencing deeply, which all 
need repeatedly boring learning, are the main parts of the 
freshmen. Many students have not gone through systematical 
and hard fundamental learning and training, which leads to 
Infineon when they enter higher grade. But once one student 
finish the fundamental learning process, even if his entrance 
scores is lower than other students, he would catch up the 
others definitely and he would feel easier in the following 
courses. The reason is that this kind of students have 
followed the requirement of the major and gone through 
fundamental training hardly.  

3) Reform evaluation means. Information management 
and information system major has dual characteristics of 
theory and application, and the evaluation of core courses 
is important to students. 

We should advocate better learning atmosphere, relying 
on scientific credit management principle, to embody the 
theory learning and knowledge application and make sure 
the fairness, objectivity and credibility. 

4) Enhance the lab teaching process and standardize 
the experiment teaching process. 

Based on fundamental courses teaching, targeted and 
scheduled to enhance the lab teaching in the major, and 
foster the combination ability of theory and practice. 

III. CONCLUSION  
Information Management and Information System is one 

of most necessary major in our information-base society, 
because we need information in all walks of life. In this 
paper we propose the personnel training mode for 
Information Management and Information System major 
through theory and practice. We hope that the pattern can 
enhance the society adaptability of students from this major. 
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Abstract 
University information systems should flexibly and 

quickly adapt to variable requirements. This paper 
proposed an university information system 
implementation method based on business rule to 
achieves information systems adaptability.  Based 
on steady business pool consisting of business 
granules and business objects, variable factors on the 
business object aggregate business granule operates 
are separated from information systems codes and 
stored as business rule, which is implemented through 
the corresponding business rule engines. Therefore, 
university information systems based on this method 
can adapt to variable requirements flexibly and 
quickly through configuring business rule. 
Experiments and examples are provided to evaluate 
the feasibility of the proposed method.  

Keywords: University Information System; 
Adaptability; Business Rule 

1. Introduction 

In information society and knowledge economy 
era,it is the construction hot of university at home and 
abroad to build an information and digital campus. 
Nowadays, many of large and middle software 
corporations at home and abroad implemented 
university information systems. But, there is no 
system to adapt to many of university at home and 
abroad. The reason for this situation is the strong 
university regional, different management schema 
and very difficut containing all of functional 
department. According to above university difference 
and complex and variable university business, it is 
required that university information system 
implemented by information technology can support 
the difference and variable. 

This paper proposed a business rule approach to 
implement university information systems. At 
present,business rule-oriented methodology to 
implement the information system attracts more and 

more attention in recent years. Irma Valatkaite [1-3] 
presented a conceptual graphs approach for business 
rule model, represented business rule in UML use 
case diagrams, and enforced automatically business 
rule as ADBMS triggers from conceptual graphs 
model. Based on above, the BR-Centric IS 
development framework was then presented. P. 
Kardasis[4] and W. M. N. Wan-Kadir[5] provided 
business rule elicitation, representation, mapping and 
implementation. Sequentially, they proposed MBRM 
development frame. All of these approaches proposed 
the structuring of business rule according to the ECA 
(Event Condition Action) paradigm or IF Else Then 
paradigm. As a result, these approaches had a 
limitation that they couldn't represent complex 
business rule. Besides, there are some commercial 
business rule management systems productions, such 
as Ilog’s Jrules[6] and Fair issac’s Blaze advisor[7]. It 
is a pity these productions are too complex for 
enterprise level. Accordingly, it is necessary for 
enterprises to abstract and implement their business 
rules in terms of their variable requirements.  

This paper proposed a business rule approach to 
implement the configurable complex business logic of 
university information systems. Based on steady 
business pool consisting of business granules and 
business objects, variable factors on the business object 
aggregate business granule operates are separated from 
information systems codes and stored as business rule, 
which is implemented through the corresponding 
business rule engines. Therefore, university 
information systems based on this method can adapt to 
variable requirements flexibly and quickly through 
configuring business rule. 

2. Information system framework 
based business rule 

The information systems based on business rule 
consist of three components including business granule, 
business object and business rule[8]. 

_____________________________ 
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2.1. Business granule  
Business granule is business atomic unit of business 

operations or operations sequence with the business 
goal in the special application domain. It has attributes, 
such as atom, independence and multi-instance. No 
subdivided business embodies the business granule 
atomic attribute and the least business executing unit 
embodies its independence. Its independence shows it 
couldn’t depend on other business granules. Since the 
business granule is relatively stable, business functions 
can consist of these business granule sets by 
accumulation. Different accumulation or assembling 
styles represent different business logic. 

2.2. Business object 
Business object is the object that business granule 

operates. To the relatively stable business granule, its 
operating object is also relatively stable. But, the 
operating object instance set may be change. These 
variations come from user’s requirements and 
represent the variable business logic. 

2.3. Business rule 
There are various classifications of business rule 

given by different researchers. Von Halle, Ron Ross 
and business rule group have their categories. Based on 
the variable requirements influencing business object 
instance set the business granule operates, we classify 
three categories: (1) constraint relations among 
variables (Variable Relation Constraint Rule VRCR); 
(2) the variable attribute value mandatory constraint 
(Attribute Mandatory Constraints Rule AMCR); (3) 
constraint relations among the variable attribute 
values(Attribute Relation Constraints Rule ARCR). 
  VRCR abstracts the related variables and joint 

relations among these variables. This class business 
rule can meet these variations: (1) the number of 
variables; (2) the name of variables (3) the joint 
relations among all variables; (4) the order of the 
variable attribute values. Following is its 
representation. 

VRCR1=(Id, Application, Task, Rulesetname, Table, 
Variable, Order, Level) 

VRCR2=(Id, Application, Task, Customed, Table, 
Variable, Value, Order1 Order2) 

VRCR1 is the symbol of VRCR. 
‘Id’ is the rule identity, which is exclusive. 
Application is that the VRCR is applied. 
Task is the business granule where the VRCR is 

valid. 
Rulesetname is the name of the rule set that the 

VRCR belongs to.  
Table is the operated table in the database by the 

VRCR.
Variable is the influencing factor the VRCR 

involved. 
Order indicates the order of the influencing variable 

attribute value in the VRCR. Its value may be 
descending, ascending, random and customed.  If the 
value is customed, there will be some new VRCRs 
which are represented by VRCR2. In VRCR2 
expression, Value is the attribute value that the user 
customs, Order1 indicates the customed order of the 
attribute value and Order2 indicates the order of 
multi-attribute-value in the same order1.  

Level indicates the joint relations among the 
influencing variables the VRCR involves.  
  AMCR abstracts mandatory attribute value 

constraint on business object set that business granule 
operates. Following is its representation. 

AMCR=(Id, Application, Task, Rulesetname, 
Condition, Valid, Sequrence) 

AMCR is the symbol of AMCR. 
‘Id’ is the rule identity, which is exclusive 
Application is that the AMCR is applied. 
Task is the business granule where the AMCR is 

valid. 
Rulesetname is the name of the rule set that the 

AMCR belongs to. 
Condition is the mandatory constrain condition. 
Valid indicates that the AMCR is valid
Sequence indicates the order the AMCR executes. 
ARCR abstracts the constraint relation among the 

variable attribute values. The external user’s 
requirements lead to the constraint relation among the 
business object instance sets consisting of all variable 
attribute values. Therefore, the ultima business object 
instance set makes up of these sets dependent on set 
operations. Following is its expression. 

ARCR=(Id,  Application, Task,  Rulesetname,  
Condition,  Setaction,) 

ARCR is the symbol of ARCR. 
‘Id’ is the rule identity, which is exclusive 
Application is that the ARCR is applied. 
Task is the business granule where the ARCR is 

valid. 
Rulesetname is the name of the rule set that the 

ARCR belongs to. 
Condition is the pre-condition that set actions 

execute.
Setaction is the set actions when condition is true. 

3.University information system 
framework based on business rule 

   
University information system framework based 

on business rule consists of three parts including 



business rule management system(BRMS), database 
management system(DBMS) and function modules 
of university information system. In this framework, 
function modules of university information system 
implement basic functions university information 
system provided and DBMS manage the data of 
university information system. However, BRMS 
manage variable business requirement in the 
university information system. Its functions include: 

·business  rule repository definition 
It includes business rule definition of logic 

structure, storing structure, secrecy and 
corresponding information format, etc. 

 ·business  rule repository management 
It includes system control, rule storage, update and 

rule integrity, security control etc. 
·business rule execution engine 

Figure 1 University information system 
framework based on business rule 

This is a mechanism program that searches and 
implements business rule. 

·business rule repository building and maintenance 
This is a component that builds and updates business 

rule repository and maintains and restores structure of 
business rule repository. 

Therefore, BRMS includes following components: 
·business rule representation language and compiler 
·business rule operation language and compiler 
·business rule repository management program 
Flow that university information systemexecutes is 

following: function modules of university information 
system provide BRMS with the requirement of 
business granule. Then BRMS picks up relevant rules 
from business rule repository, and business rule 
execution engine implements this rule set. At last, 

BRMS provides business object for the function 
modules of  university information system to use. The 
specification is shown in Figure 1. 

4.Example 

The approach presented in this paper has been used 
in developing teaching affairs system of one university. 
During education, one student couldn’t have two 
classes at the same time. Moreover, because teacher 
need tutor students and a teacher has limited energy, 
the number of tutored students must be limited. So, we 
need group teacher and students based on some 
constraints to form a suitable education grouping. This 
grouping can form automatically in terms of courses 
selected by students. So, we only consider that students 
select courses.  What are analyzied in selecting 
courses are showed as follows: 

Business granule: selecting courses 
Business object:students, teacher, courses 
Business rules: 

(1)Student must be a student in this university 
(2)course that student didn’t select or pass before 
(3)number of registered students of course is less than 
capacity of course 
(4)course that student has pass its prerequisite course 
(5)students haven’t selected any course during this 
course

Above business rule can be expressed: 
 AMCR=(001, teachingaffair, selectingcourses, 

selectingcourses, xh=student.xh,valid,1) 
 AMCR=(002, teachingaffair, selectingcourses, 

selectingcourses, 
course<>student.selectedcourse,valid,2) 
 AMCR=(003, teachingaffair, selectingcourses, 

selectingcourses, 
registrationlist.size()<course.getminimum(),valid,3) 

AMCR=(004, teachingaffair, selectingcourses, 
selectingcourses, 
course.getprerequisite()=student.haspassedcourse(),vali
d,4) 

5.Conclusion 

The above example shows that the implementation 
method based on business rule improve the flexible 
configuration and the expansibility of university 
information systems. At the same time, it also shows 
that the university information systems implemented 
by this method more adapt to the variable environment. 
Moreover, business rule is separated from the codes 
and stored in the repository, which reduces many codes 
and the complexity of the codes. The future work 



should be done on the issues how to manage these 
business rules. 
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0 引 言

目 前， 大 数 据 研 究 与 应 用 已 经 成 为 信 息 管 理 领 域 中 的 热

点。 从信息技术层面看，复杂性度量、数据计算新范式、新兴的

IT 基 础 架 构、 数 据 的 安 全 与 隐 私 将 成 为 研 究 大 数 据 的 核 心 问

题；从商务管理层面看，由社会化的价值创造、网络化的企业运

作 以 及 实 时 化 的 市 场 洞 察 等 多 个 视 角 出 发 考 虑 如 何 研 究 社 会

化网络环境中的行为机制与社会资本结构、企业网络生态系统

及其协同共生机制、 大数据环境下顾客洞察与市场营销策略，

并由此生发出很多有价值的研究方向和应用领域。

因 此，大 数 据 作 为 继 云 计 算、物 联 网 之 后 信 息 产 业 又 一 次

颠 覆 性 的 技 术 变 革，已 经 在 社 会 计 算、商 务 智 能、新 媒 体 传 播、

信息系统架构等信息管理领域产生了巨大影响，同时也给信息管

理与信息系统专业的发展和人才培养带来了新的机遇与挑战。

1 人才需求状况

大 数 据 时 代，需 要 处 理 的 数 据 集 合，不 但 在 规 模 上 急 剧 增

长，数据类型也更趋复杂，对信息管理人员提出了更高的要求。

TDWI （The Data Warehousing Institute） 对大数据的分析报告指

出， 对现有数据进行分析和监测已经不能满足企业的需求，在

日趋复杂的市场竞争中，对未来发展趋势的判断和预测能力成

为企业的核心竞争力所在，未来的信息管理人员需要具备多方

面 的 技 能 和 素 质 以 适 应 深 度 分 析 数 据 的 需 要， 比 如 技 术 能 力

（工具、流程、专业知识）、管理能力（领导艺术、项目管理）、社会

交往能力（交际、团队协作、解 决 问 题） 和 系 统 能 力（系 统 开 发、

企业规划） 等。 另 外， 对 信 息 管 理 人 员 的 需 求 量 也 在 激 增，据

2011 年麦肯锡全球研究所的一份报告预测， 美国到 2018 年对

具有良好信息素养的经理人才的需求量大约在 150 万， 此 外，

还需要 14 万~19 万 数 据 分 析 方 面 的 资 深 专 家。 我 国 相 关 部 门

预计 3 到 5 年内，来自政府、媒体、企业等方面的数据工程师和

数据分析师的需求将达 100 万人左右， 而目前的人才培 养，无

论是规模还是质量水平，都远远达不到要求。

2 国内外研究现状

为 满 足 人 才 需 求，美 国 政 府 率 先 行 动，实 施 了 一 系 列 促 进

计 划，以 鼓 励 研 究 型 大 学 设 立 跨 学 科 的 研 究 生 专 业 课 程，培 养

新一代数据科学家和工程师人才。 例如向加利福尼亚大学伯克

利分校的计算开发项目投资 1 000 万美元， 该项目旨在集成 3

种 数 据 转 化 信 息 方 法 （ 机 器 学 习 、 云 计 算 和 众 包 ）， 为

“EarthCube”项 目（旨 在 允 许 地 球 学 家 获 取、分 析 和 共 享 与 地 球

相关的信息） 提供第一阶段的资金支持； 向一个研究培训小组

（支持一项教授大学生如何利用图形和可视化工具解析复杂 数

据 的 培 训 计 划）提 供 200 万 美 元 的 资 助；为 一 个 由 统 计 学 家 和

生物学家组成的专业研究团体提供 140 万美元的研发资金；召

集各个学科和领域的研究人员，共同探讨如何利用大数据转变
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教 育 与 学 习 模 式 等。 美 国 已 将 发 展 大 数 据 提 高 到 国 家 战 略 高

度，以求继续保持在国际上的科技领先地位。

国内的中国人民大学、北京大学、中国科学院大学、中央财

经大学和首都经贸大学 5 所高校组建了一个协同创新平台，以

“应用统计专业硕士”为载体培养大数据分析方面的人才，经过

近一年的精心筹备，大数据分析硕士培养协同创新平台的第一

期实验班已于 2014 年秋季学期开班。 2016 年 2 月， 教育部公

布 新 增 的“数 据 科 学 与 大 数 据 技 术”专 业，北 京 大 学、对 外 经 济

贸易大学、 中南大学成为首家获批高校。 时隔一年，2017 年 3

月 ，教 育 部 公 布 第 二 批 “数 据 科 学 与 大 数 据 技 术 ”专 业 获 批 的

32 所高校。 到此为止，我国已有 35 所高校获批该专业。

3 对信息管理与信息系统专业的挑战

在大数据环境中，作为交叉学科的信息系统学科领 域 在 应

对大数据的过程中衍生出非常多的新技术、新手段、新方法，催

生了很多创新产业， 重构甚至颠覆了某些行业的传统产业链。

复旦大学黄丽华教授在“第二届高等学校信息管理与信息系统

专业人才培养与课程教学论坛 （2013．11）” 上对信息管理与信

息 系 统 专 业 人 才 培 养 也 提 出 了 很 多 新 的 有 待 解 决 的 问 题 和 需

求：

第 一，大 数 据 概 念，凸 显 出 了 当 代 信 息 技 术 应 用 的 一 种 显

着的社会性特征和应用需求，传统的信息获取、处理、实现方式

将完全改变，对海量数据的分析不仅需要专业人员对一般数据

规律和模型的把握，而且还应具备系统思维和全面把握的综合

深入能力。

第 二，大 数 据 概 念 的 产 生，是 人 们 对 信 息 价 值 认 知 的 巨 大

飞跃。 获取数据已非难事，对这些富媒体化的数据处理尚待研

究，处理方法、管理方法、科学范式将完全改变。

第 三， 大 数 据 突 破 了 过 去 信 息 技 术 和 信 息 系 统 应 用 的 领

域、技术和科学范式，必然重塑信息系统学科和专业。 因此，信

息系统学科发展更应注重专业人才的培养。 信息管理人才的需

求不仅指一般的程序员和数据库工程师，更需要一大批包括数

据分析师、首席信息官、社会网络学家等高端人才，这也是学科

发展的基础。

4 大 数 据 背 景 下 山 东 财 经 大 学 信 息 管 理 与 信 息 系 统 专 业 培

养模式

4．1 专业概况

山 东 财 经 大 学 管 理 科 学 与 工 程 学 院 的 信 息 管 理 与 信 息 系

统专业沿自 1990 年原山东经济学院开始招生的经 济 信 息 管 理

专业，在长期的办学实践中形成了自身的优势和特色。 目前，信

息管理与信息系统专业每年招生规模在 4 个班 200 余人，在 全

国 600 余 所 开 设 信 息 管 理 与 信 息 系 统 专 业 的 高 校 中 属 于 招 生

规 模 比 较 靠 前。 该 专 业 在 “九 五 ”期 间 （1996 年 ，“经 济 信 息 管

理”）及“十五”期间均被评为山东省重点学科，“十一五”、“十二

五”期 间 山 东 省 重 点 学 科 布 局 调 整，该 专 业 所 在 的 一 级 学 科－－

“管理科学与工程” 又先后被评为山东省重点学科和特色重点

学 科；1996 年 获 得 硕 士 学 位 授 权 点 （“信 息 经 济”），“管 理 科 学

与工程”学科 2013 年获博士学位授予权，信息管理与信息 系 统

工程为第一研究方向；信息管理与信息系统专业教学团队 2008

年被评为省级教学团队， 信息管理与信息系统专业 2007 年被评

为山东省特色专业，2009 年被评为国家特色专业，2016 年被遴选

为 “山东省高水平应用型立项建设专业 （群）”，2016 年所在学科

“管理科学与工程”被遴选为“山东省一流学科”。 如图 1 所示。

4．2 培养目标

山 东 财 经 大 学 信 息 管 理 与 信 息 系 统 专 业 培 养 学 生 具 有 扎

实 的 管 理 学 、经 济 学 、计 算 机 科 学 的 理 论 基 础 ，掌 握 计 算 机 应

用、定 量 分 析 理 论 及 方 法、信 息 系 统 分 析 与 设 计 及 大 数 据 分 析

等方面的知识与能力，能在国家各级党政机关、工商企业、金融

机构、管理咨询机构、科研单位等部门承担信息系统规划、建设

和管理以及信息和大数据资源开发利用等工作，具备良好的人

文 素 养 和 科 学 精 神，基 础 扎 实、知 识 面 宽、适 应 能 力 强、富 有 实

践能力和创新精神的高素质应用型人才。

4．3 课程体系改革

为 了 适 应 大 数 据 环 境 对 信 息 管 理 与 信 息 系 统 专 业 的 挑 战

和我校信管专业的培养目标， 以及招生规模相对较大的情况，

我 校 信 管 专 业 在 制 定 2017 版 培 养 方 案 时 进 行 了 大 胆 改 革，将

信息管理与信息系统专业尝试进行分方向培养： 企业信息化、

信息系统开发以及财经大数据分析三个方向。

在设置培养方案课程体系时，坚持“通识性、大平台与分类

图 1 山东财经大学校信息管理与信息系统专业历史沿革及发展
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培养相结合”的基本原则，三个方向的通识课、学科基础课和专

业课平台中课程设置没有差别，只是在专业选修模块和专业实

践模块进行了分方向培养。

课程体系如图 2 所示。

图 2 山东财经大学校信息管理与信息系统专业课程体系

4．4 师资队伍建设

作为山东省高水平应用型立项建设专业，首先 要 建 设 一 支

具有高水平实践教学能力的师资队伍，因此，学院与浪潮集团、

中创软件以及齐鲁软件园驻 园 IT 企 业 建 立 良 好 的 师 资 培 养 合

作关系， 一方面每年委派 3~5 名青年教师到企业挂职学习，另

一 方 面 聘 请 企 业 优 秀 专 业 技 术 人 才、 管 理 人 才 和 高 技 能 人 才

3~5 人作为专业建设合作 带 头 人，专 业 技 能 课 程 聘 用 企 业 或 行

业专家担任兼职教师的比例达到 25％以上。

4．5 实践教学环境建设

4．5．1 巩固和强化校外实践教学基地

巩 固、提 升、适当调整已有的校外实践教学基地，不断加强

校企合作，提升与行业、企业、研究机构的合作层次和水平，为学

生提供合适的企业实习、见习机会。 根据需要，继续开辟新的学

生实习、实践基地建设，为学生提供良好的、更多的实践环境。

拓展和深化与企业的实质性合作，与相关企业 开 展 产 学 研

合 作，采 取 联 合 项 目 立 项 的 形 式，加 速 已 有 和 正 在 进 行 的 具 有

较高水平的科学研究成果的转化。

4．5．2 加强校内实践基地的建设

依托济南市历下区与我校合作共建的“山东财 经 大 学 大 学

生 创 业 园”，制 定 本 专 业 本 科 生 创 业 计 划，实 行 学 分 制，允 许 学

生 休 学 创 业，鼓 励 学 生 尝 试 在 校 进 行 创 业 实 践，扶 持 已 具 备 运

营条件的创业项目在园区进行孵化，直至推向市场转为产业化

应用。

4．5．3 加强专业实验室环境建设

学 院 近 年 来 在 原 有 实 验 室 的 基 础 上 进 行 整 合 ， 累 计 投 资

880 余万元，组建了教学实验中心，目前已经拥有 7 个专业实验

室，可使用的实验室面积 1 200 平方米，实验教学及科研用设备

及计算机 500 多台 （套）。 目前已建成并投入使用 的 实 验 室 包

括：信息系统工程实验室、云计算实验室、电子商务与供应链实

验室、企业管理模拟实验中心。 另外，在建研究用大数据与商务

分析实验室、物联网与智慧养老实验室各一个，共 300 平方米。

5 总 结

随着以大数据、云计算、物联网、移动互联网为代 表 的 新 兴

技术在组织运营和社会活动中的不断应用，对信息管理与信 息

系统专业人才培养提出了新的挑战与发展机遇。 山东财经大学

以“山 东 省 一 流 学 科”建 设 和“山 东 省 高 水 平 应 用 型 专 业”建 设

为契机，考虑本专业多学科知识交叉的特点，打通课程界限，实

行分方向培养，进行模块化改革，创新人才培养模式。
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基于社会需求的信息管理
与信息系统专业人才培养模式研究
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［摘 要］近年来大学生就业问题成为社会关注的焦点之一, 因此高校如何培养出能够满足社会需求的专业人才成为当前
高校的研究热点。 根据多年的教学实践,本文提出财经类院校在教学实践中，应关注经济发展前沿、把握市场需求导向，根
据社会对信息管理与信息系统人才的多样化和层次化需求，着力构建与完善既符合当代经济社会实际需要，又体现各自
培养特色的需求导向型培养模式。
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0 引 言

“人才培养模式” 是高等院校为被培养对象构建的知识、能
力、素质结构以及实现培养功能的具体方式，它从根本上确定了

被培养对象的基本特征。 “基于社会需求的人才培养模式”是指
在人才培养的整个过程中， 以社会需求为导向开展教育教学建
设及各项人才管理工作， 同时实施与之相适应的规范与灵活并
重的培养模式。

近年来大学生就业问题成为社会关注的焦点之一。 本质上，
大学生就业难的原因不是总量问题而是结构问题， 主要原因在
于长期以来， 我国的高等教育学科专业设置与培养普遍遵循供
给导向型原则，专业设置与市场需求出现脱节。 传统的人才培养

模式与人才知识结构、素质结构，已经不能适应我国经济发展的
实际。 因此，解决大学生就业难的问题，关键在于利用劳动力市
场提供的信号，按照社会需求的规律改革与完善高等教育体制，
构建与创新需求导向型人才培养模式。 换言之，教育部门应根据

市场人才供求的动态信息，及时地进行学科、专业和教学内容的
调整，以较好地适应与满足市场的需求。 显然，建立这样一种市
场信号生成机制、传导机制和调整机制，需要需求导向型的教育
机制与创新型人才培养模式的建立和完善。

当前，知识经济正以全新的姿态迅速兴起和发展，并爆发性

地向全球扩张。 伴随着新技术革命浪潮的层层推进和经济结构
的不断变化，即使发展非常迅速的信息管理领域，毕业生就业态
势也日趋严峻，竞争异常激烈，综合素质和社会适应能力已逐渐
成为信息管理人才需求与竞争的焦点 ［1］。 在这种形势下，具有完
备的知识结构、敏锐的创新意识与精神、完善的人格与较强社会

适应能力的信息管理与信息系统专业综合性人才， 才能胜任相
应的岗位，并必然会得到市场的青睐。 因此，财经类院校在教学
实践中，应关注经济发展前沿、把握市场需求导向，根 据 社 会 对
人才的多样化和层次化需求， 着力构建与完善既符合当代经济
社会实际需要， 又体现各自培养特色的需求导向型信息管理与

信息系统人才培养模式， 努力为经济社会发展培养更多的实用
型信息管理与信息系统人才。
1 国内外研究现状

目前国内外有关于人才培养模式的探讨与相关研究已有很

多［2-3］，总体来说，人才培养模式主要包含 3 个要素：教学制度、教

学模式和人文环境， 大部分的研究内容主张高等院校的人才培
养应该在以下方面努力：面向社会实际、强 调 学 科 交 叉、重 视 能
力培养、加强实践环节、培养团队精神、训 练 系 统 思 考 和 创 新 能
力等。

当前针对信息管理与信息系统专业人才培养模式的研究主

要问题表现在以下方面。
1.1 专业定位模糊

国家教育部 《普通高等学校本科专业目录和专业介绍》［4］中
对信息管理与信息系统专业的培养目标做了明确规定， 但其表
述具有高度概括性且较宽泛。 很多学校的专业教师在对专业培

养方案以及教学大纲的制定过程中， 就会由于理解的模糊而造
成一定偏差；从而致使该专业的学生，特别是刚刚踏入校门的新
生对其所学专业的发展方向和将来 的 就 业 方 向 感 到 更 加 迷 茫。
很多高校的信息管理与信息系统专业教师是原来从事管理专业

或者计算机专业教学的，就很容易从自己专业的角度出发，简单

机械地把该专业分为管理发展方向和计算机发展方向。 而实际

上， 信息管理类专业除了要开设计算机专业的信息技术类课程
外，还要注重管理信息系统的设计与开发能力的培养。

从专业人才培养过程来看， 很多高校的培养方案和课程体

系上存在缺陷。 一是专业课程的设置，没有按照知识获取行为的
习惯来安排先导课程和后续课程。 二是不注重实践教学环节，忽
视了本专业作为交叉学科的特点，缺乏让学生应用所学知识，进

行综合能力锻炼的必要手段。 三是专业课程之间的必要联系体
现不够深入， 信息管理相关的基础理论与信息技术类课程衔接
不紧密， 使得学生学完相应课程后主动灵活地应用所学技术进
行设计和开发较难，限制了学生能力的提高。

从现实的角度分析， 信息技术已广泛应用在现代企业管理
中，企业的管理理念、管理思想和管理方法发生了根本变化。 信
息技术同样深刻地影响着当代经济社会的各个方面。 如何培养

能够快速适应科学技术的发展，符合社会实际需要的学生，是信
息管理类专业人才培养的又一重要课题。
1.2 培养模式混乱

目前信息管理类专业的定位体现在 3 类课程上： 第一类是

通识类课程，如高等数学、外语、思政类等；第二类是经济管理类

课程，如管理学、经济学、会计学、财务管理等；第 三 类 是 信 息 技
术类课程，如编程开发、操作系统、网络通信、数据库等。 该培养
模式没有形成有效的交叉学科专业课程体系， 仅仅是把多个学
科的课程简单拼凑，课程衔接不紧密，知识体系不健全。 另外，许

［收稿日期］2013－12－29
［基金项目］山东省高等学校教学改革项目（2012073，2012552，201

2033）；山东科技大学教学研究项目（qx2013286）。
［作者简介］林金娇（1978－），女，浙江永康人，山东财经大学燕山学

院管理科学与工程学院副教授，博士，主要研究方向：信息管理与信息系统。
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由图 1 可以看出信息管理与信息系统专业涉及的专业知识

范围较为广泛，由于信息技术发展更新速度快，课程教学任务和

工作量繁重，而专业学时有限，因此，创新专业教学改革和建设尤

为重要。
（1）改革信息技术模块类课程。 对信息技术模块类课程进行

相应改革，使学生能够有效利用信息技术，把管理类课程中学习

到的反映企业各项工作的运行状况的指标、 管理与决策问题，结

合在数学课程中学习到的各种定量方法，分析问题和解决问题。

（2） 改革实践教学环节。 围绕行业背景和专业培养目标来构

建各种实践教学环节，形成环环相扣的实践教学链，以提高学生

的基本实践能力、专业胜任能力和创新能力为目标，完善和改革

现行的信息管理与信息系统专业实践教学目标体系、实践教学内

容体系、实践教学管理体系以及实践教学质量评价体系，构建出

本专业“四位一体”的闭环实践教学体系（见图 2）。
（3）改革教学方式，创新教学手段。 更新教学理念，鼓励学生

勤思考、多分析，并加强学生动手能力、实践能力的训练。 利用现

多院校的信息管理与信息系统专业培养方案不尽相同，观点上也

存在着很大的分歧。教育部 1998 年的《普通高等学校本科专业目
录和专业介绍》中确定的课程包括：经济学、会计学、市场营销学、
生产运作管理、组织战略与行为学、管理学原理、应用数理统计、
运筹学、计算机系统与系统软件、数 据 结 构 与 数 据 库、计 算 机 网
络、信息管理学、信息组织、信息存储与检索、管理信息系统分析

与设计等［4］。 以上课程若要按照模块划分，则应该有：经济学知识
模块、管理学知识模块、计算机知识模块和信息管理知识模块等，
针对这一方案，各高校意见不统一，表 1 是几种典型的课程模块
化方案对比。

以上方案中， 各校普遍达成共识的是包括基础素质知识模

块、现代信息技术模块、信息管理与信息系统专业知识模块和专
业学科背景知识模块。 由此可见，专业培养的首要目标是要解决
专业知识结构的系统性。
2.3 实验室基础条件差，实验和实训环节薄弱

信息管理与信息系统专业具有理论与实践结合紧密的特点，

特别要求专业教师具有工程实践经验。但是当前很多新教师硕士

或博士毕业后直接走上讲台， 缺乏具体信息化工程实施的经验。
由于教师无法从实践中领会信息化实施方法的本质，只能照本宣

科进行理论传教，使得学生更加无法切身感受到信息技术对企业
现代化建设的重要性和关键性。 因此，专业教师的知识更新和工
程实践经验是当前存在的严峻问题。另外大家误认为信息管理类
专业属于管理科学，存在对管理类专业实验室认识的误区：相对
于理工类实验室，管理类专业实验室需要大量投入，但是产出较

少，甚至为零。 因此，各高校宁愿大量投入资金建设理工类实验

室，也不愿将资金投向管理类专业实验室。另外，部分高校对理论
教学人员和实验教学人员在待遇等方面不同等对待，严重损害了
实验教学人员的工作积极性。 由于以上存在的问题，导致信息管
理类实验室的建设明显滞后于社会对于人才培养的需求，使之无

法发挥其在人才培养中的重要作用。
2 改革方案设计和解决问题的方法

2.1 改革方案设计

表 1 几种典型的课程模块化方案对比

课程模块

方案一 基础素质知识模块 文献信息科学知识模块

方案二
科学文化知识基础和语言工

具知识模块

经济学

知识模块
现代信息技术模块

专业化课与专门化

课模块
学科背景知识模块

方案三
政治课

基础课
专业基础课 专业技术课 专业延伸课 背景知识课

方案四 数学物理基础模块 信息技术基础及应用模块

方案五

计算机与数据库知识模块
专业学科知识与相关学科知识

模块

信息管理理论与方法模块 经济与人文社会科学知识模块

信息管理理论及技能知识模块 现代信息技术及应用能力知识模块 应用领域知识信息开发技能层的知识模块

教育教学研究

理论课教学体系

基础理论平台

高等数学

线性代数

C 语言

概率论与数理线计

运筹学

信息技术平台

电子商务

数据结构

数据库系统概论

计算机网络与应用

C++及面向对象

程序设计

信息检索

高教数学

系统开发与设计

Web 系统开发

网络安全

NET 开发

网站建设与管理

数据仓库与数据挖掘

信息安全管理

管理学

营销学

管理信息系统及案

例分析

信息资源管理

企业战略管理

信息管理专业英语

信息资源的组织与

管理

物流与供应链管理

信息分析与产业研

究

人力资源管理财务

管理

管理学平台 经济学平台

微观经济学

宏观经济学

应用统计学

投入产出分析

知识产权专业讲座

信息经济学

实践教学体系

学校通识及素质教育体系

管理学教学实验中心

实习和师训基地

社会实践专业实习

毕业论文技能大赛

专业思想类政治理论体系 外语类体育类 公共选修

图 1 信息管理与信息系统课程体系
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代化教学方法和教学手段，充分调动学生的学习主动性。 在课程

教学中，注重学生自学能力、创新能力以及独立分析 问 题、解 决

问题能力的培养。 课堂教学中，坚持理论与工程案例相结合，提

高学生综合运用所学知识解决实际问题的能力。
2.2 解决问题方法

基于上述的改革方案，我们提出了以下解决问题的方法：
（1）优选教材和教学参考书。 选配一套适合我校自身特点的

教材体系，而且要注意教材与教材之间的相互衔接。每一门课程应

有一本好的教学参考书。教材的选择是重要的，一门课程使用一本

优秀的教材将使学生受益良多，弄通了一本教材，可触类旁通。
（2）重视基础理论课程的教学，合理安排课程进度。 重视基

础课、专业核心课程和实验课程的教学，加强辅导、答 疑 和 批 改

作业，选派全系较好的教师上基础课和专业基础课。 根据多年的

教学经验， 学生能否逐步成长为有培养前途的科学技术人才或

适应社会需求的人才，第一年的学习尤其重要。 除公共课程外，
学科的特点决定了一年级学生应该把大部分精力放在数学等基

础课程的学习上， 而不是首先学会计算机操作、 程序设计等课

程。 认真听课、反复读书、勤于思考、深入体会等一系列需要重复

进 行 的 枯 燥 的 学 习 方 式 恰 恰 突 出 地 反 映 了 本 专 业 低 年 级 的 特

点。 许多学生由于没有在低年级进行系统的、艰苦的基础课程的

学习与训练，结果导致在高年级学习较有深度的课程时，常常感

到力不从心。 而一旦某个学生较好地完成了基础课程的学习，即

使大学入学成绩低于其他学生， 也会在今后的学习中赶上甚至

超过别的学生， 且学习后续课程较为轻松。 其中的根本原因在

于，这类学生按照信息管理与信息系统专业对基础课程的要求，
真正地经历了基础知识的严格训练。

（3）改革考核方式。 信息管理与信息系统专业具有理论性和

应用性很强的双重特性， 核心课程的考核方式对学生的成长具

有重要的作用。 应倡导优良学风，依靠科学的学分管理机制，使

理论学习与知识应用得到充分体现，保证考核公正、客观、可信。
（4）加强实验教学，规范实验教学过程。 在重视基础课程课

堂授课的基础上，有针对性地、有计划地加强信息管理与信息系

统实验课程中基本实验技术的教学， 培养学生理论联系实际能

力和良好的动手能力。
3 总 结

信息管理与信息系统专业是信息化社会中一个必不可少的

专业，各行各业都需要进行信息管理，本文从理论和实践教学等

方面对当前信息管理与信息系统专业人才培养模式改革进行探

讨，希望能进一步提高该专业毕业生的社会适应能力。
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在大学教育阶段，对于学生来讲，根本的困惑在于自己专业

将来的职业定位， 而在学习过程中难点在于学的专业知识怎么

用，有多大的用处。 尤其是文科专业的同学，在一定假定的经济

环境下，把所学的专业理论用于“实践活动”中，成为教学困境。案

例教学法是在学生已掌握一定的基础理论知识后， 通过剖析具体

的案例，培养学生的实践能力和积极的思维能力的一种教学方法。
1 财务分析课程介绍

地方财经院校会计学专业、财务管理专业等都开设财务分析［收稿日期］2014-03-04

地方财经院校“财务分析”课程的案例教学法新探

梁毕明，于晓红
（吉林财经大学，长春 130117）

［摘 要］财务分析是地方财经院校会计学和相关专业的必修课，其课程是在已有会计学相关专业知识基础上，对企业财务进
行综合分析和评价，且能独立完成财务分析报告。 案例教学是对传统教学方法的突破。 本文主要探讨如何在财务分析教学中
真正体现出案例教学应有的教学效果。

［关键词］财务分析；课程；案例教学法；教学互动

doi: 10. 3969/j. issn. 1673 - 0194. 2014. 11. 072
［中图分类号］ G647 ［文献标识码］A ［文章编号］ 1673-0194（2014）11-0112-02
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信息管理与信息系统专业实践教学体系研究

──基于 CISC 2010 研究成果

张 戈，刘位龙，张 新

（山东经济学院 信息管理学院，济南 250014）

［摘 要］本文基于 CISC 2010 确定的信息管理与信息系统专业课程体系，结合用人单位对毕业生实践能力的要求，提出了

一个以实践教学内容和实践教学环境为主轴的信息管理与信息系统专业实践教学规范与指导，以供各高校参考，从而可以

根据自己人才培养的定位制定出有特色的实践教学具体要求。
［关键词］信息管理与信息系统专业；实践教学体系；CISC 2010
doi: 10. 3969/j. issn. 1673 - 0194. 2011. 17. 087

［中图分类号］ G642 ［文献标识码］ A ［文章编号］ 1673-0194（2011）17-0151-03

2010 年， 由清华大学经管学院联合国内十余所高校组成的

中国高等学校信息系统学科课程体系（China Information Systems
Curricula 2010，CISC 2010） 课 题 组 ， 参 考 由 国 际 计 算 机 学 会

（ACM）和信息系统 协 会（AIS）共 同 提 出 的 信 息 系 统 学 科 的 教 学

参考计划和课程设计（IS 2010）的研究框架，结合信息社会对人

才的新需求， 建立了我国信息管理与信息系统专业的课程体系

结构，并给出了核心课程的教学框架和课程大纲。
在制定 CISC 2010 的过程中，课题组提出要制定一个信息管

理与信息系统专业实践教学的指导性规范。 因此，组成工作组研

究 了 国 内 外 多 所 高 校 信 息 管 理 与 信 息 系 统 专 业 实 践 教 学 的 现

状， 并依据工作组成员多年在教学和教学管理第一线所获得的

经验， 形成了一个以实践教学内容和实践教学环境为主轴的实

践教学规范与指导。 本文即为这项工作的成果之一。
1 实践教学的重要性

教育部原部长周济曾在第二次全国普通高等学校本科教学

工作会议上的讲话中指出：“知识来源于实践，能力来自于实践，
素质更需要在实践中养成； 各种实践教学环节对于培养学生的

实 践 能 力 和 创 新 能 力 尤 其 重 要； 实 践 对 于 大 学 生 成 长 至 为 关

键。 ”因此，实践环节是培养学生创新思维和创新能力的重要教

学环节，在实践教学的各个环节突出创新能力的培养，成为创新

人才培养过程中的重要课题。
根据 CISC 2010 课题组对社会人才需求的调研分析，现在用

人单位都非常注重信息管理与信息系统专业毕业生处理实际问

题的能力， 要求毕业生能够经过尽量少的培训就能直接承担具

体的工作， 而实践环节就是培养这种能力不可或缺的过程。 因

此， 各高校应根据新形势下信息管理与信息系统专业的人才培

养目标， 构建与理论教学相辅相成的具有本专业特色的实践教

学体系，采用相应的实践教学方法，使实践教学的各个环节都能

培养、锻炼学生的实践能力，激发学生的创新意识。
2 实践教学内容

总体上， 信息管理与信息系统专业的实践教学内容可包括

课程实验、课程设计、专业实习、毕业实习与毕业设计、课外实践

5 个环节。
2．1 课程实验

课程实验主要是针对课程 内 容 相 关 知 识 点 设 计 的 实 验，按

照循序渐进的原则安排，通常和理论课的内容紧密结合来进行设

计。 通过课程实验使学生加深对课堂理论知识的理解，并对其进

行验证，能够启发学生对所学知识的深入思考，达到理解和掌握

课程知识、培养动手能力的效果。
通常在课程的总教学学时中划出一部分实验学时或者是另

行配备一部分学时，例如，在 CISC 2010 中，系统分析与设计课程

的建议理论学时为 48 学时，根据需要，课外可以另行配备 24~32
学时的上机实习时间。
2．2 课程设计

课程设计是指和课程相关的某项实践环节，可以是以一门课

程为主的，也可以是多门课程综合的，统称为综合课程设计，简称

课程设计或者综合设计。 相对于课程实验，课程设计更强调综合

性、设计性。 从规模上讲，课程设计的复杂度也高于课程实验，且

以 3～5 人为小组完成不同的设计题目。 通过课程设计培养学生

综合一门或多门课程所学知识解决实际问题的能力，同时也初步

培养学生的团队协作能力。 参照 CISC 2010 的课程体系和信息管

理与信息系统专业的人才培养目标，可以设置下面的课程设计：
（1）程序设计基础与数据结构课程设计：综合考虑程序设计

基础、数据结构等相关课程，对一个以数据结构与算法设计为核

心的课题进行设计与实现，通过这一过程的训练，培养学生系统

掌握问题建模、数据结构设计、算法设计与分析、程序设计与实现

等各环节的方法和能力。
（2）网络技术与应用课程设计：综合考虑计算机网络、计算机

概论、计算机硬件与系统软件、Web 技 术 等 相 关 课 程，通 过 掌 握

网络工程中的网络设备的安装、网络协议的配置、网络应用系统

的使用以及网络应用程序的开发，培养学生理论联系实际、动手

操作以及编写网络应用程序的能力。
（3）信息资源管理课程设计：综合考虑信息资源管理、信息组

织、信息检索、数据库系统等相关课程，通过掌握信息采集、信息

组织与存储、信息检索与应用等方面的知识和方法，培养学生的

信息素养和信息管理能力。
（4）数据库与商务智能课程设计：综合考虑数据库系统原理、

商务智能方法与应用等相关课程， 通过商业数据库系统的设计、
商务智能过程的构建、商务智能的应用，培养学生设计大型商业

数据库的能力和基于商务智能技术的数据分析能力。
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（5）系统开发与管理 课 程 设 计：综 合 考 虑 管 理 信 息 系 统、系

统分析与设计、信息系统项目管理等相关课程，通过一个信息系

统项目的需求分析、软件设计、编程实现、系统测试和项目管理，
培养学生的信息系统开发能力和信息系统项目管理能力。

（6）企业信息系统综合应用课程设计：综合考虑管理信息系

统、电子商务以及企业信息系统与应用等相关课程，通过模拟操

作一个以 ERP 为核心的企业信息系统的应用，进行企业经营、管

理的实战演练，培养学生的企业信息系统应用、管理能力和应用

信息系统解决管理问题的能力。
一般来讲，课程设计可以集中安排在 1～2 周内完成，也可以

根据实际情况将这 1～2 周的时间分布到一个学期内完成， 较大

规模的课程设计可以安排更长的时间。 由于各学校对学生的培

养方向有所侧重，再加上实践学时和条件的限制，各学校可以根

据本校实情合理选择和安排课程设计的内容。
2．3 专业实习

专业实习是信息管理与信息系统专业教学活动的一个重要

环节，既是对课堂教学内容的验证、应用，也 是 对 课 堂 教 学 的 补

充。 通过让学生直接参与信息系统专业相关的实习活动，还可以

进一步了解、感受未来将要从事的实际工作，从而明确自己的学

习目标，有针对性地进行自主学习。 专业实习一般应该安排在实

习基地、IT 企业、信息系统应用企业、信息资源服务机构等相关

单位进行，部分内容也可以与课外实践活动相结合。
专业实习的内容可以根据学生的课程进度和实习基地的情

况适当安排， 最好能够直接结合企事业单位的信息化工程等实

践工作进行，具体内容及组织形式建议如下：
（1）系统认知实习：安排学生到软件产业园区、IT 企业、信息

中心或信息化应用程度较好的企事业单位进行参观考察， 了解

信息技术、信息系统的发展现状及应用情况，激发学生从事信息

系统专业的积极性和热情。 认知实习可以作为专业教育的一个

环节安排在第一学期或者第二学期初进行，时间一般为 1~3 天。
（2）信息系统开发与 项 目 管 理 实 践：可 以 配 合“系 统 开 发 与

管理课程设计”展开，以小组为单位，进行某 个 信 息 系 统 的 部 分

或全部开发工作， 使学生熟悉相关信息系统开发平台以及项目

管理软件的使用，掌握信息系统开发过程中的各个阶段及技术、
方法与工具，培养团队精神。 实践地点可以在校内实习基地，可

让学生参与老师承担的信息系统开发项目， 有条件的学校可以

安排到软件企业等校外实习基地进行联合培养、实训，时间一般

安排在三年级的寒假或暑假进行，为期 3~6 周。
（3）信息系统运行管理实践：主要目的是帮助学生了解如何

进行信息系统的运行管理与维护， 实习地点最好安排在信息化

应用水平比较好的企业进行；也可以利用校内专业实验室，利用

模拟数据， 由具有实践经验的教师或请企业相关人员担任指导

老师。 时间一般安排在三、四年级的假期进行，为期 2~3 周。
（4）信息资源管理实 践：主 要 目 的 是 配 合 信 息 资 源 管 理、信

息组织、信息检索等课程的教学工作，目的是让学生了解信息资

源的采集、组织、存储、检索和应用的过程及关键技术，实践地点

可以在校内实习基地或实验室， 有条件的学校可以安排学生到

情报检索机构、企业或公益性机构（如图书馆、档 案 馆 等），为 期

1~2 周。
这些环节都是希望通过专业实习，让学生认识专业、了解专

业，由于各个学校各有特点，因此在实施过程中可以各具特色。
2．4 毕业实习与毕业设计

毕业实习是安排在毕业设计之前的一个实践环节， 可以对

学生在大学四年学习中所获得的知识掌握情况， 学习和接受新

知识、新技术的能力以及解决实际问题的能力进行检验。 学生在

毕业前通过综合运用所学理论知识、方法和技能参与实际工作，
从而可以了解在实际工作中如何进行有关信息管理与信息系统

方面的业务活动， 并培养和强化其社会沟通能力； 配合毕业设

计，开展调查研究，还可以培养学生面对现实问题的正确态度和

独立分析解决问题的基本能力。 毕业实习可以视为学生从学校

环境到社会大环境的一个过渡和缓冲， 为今后较顺利地走上工

作岗位打下一定的基础。
毕业设计作为教学中的一个重要的、无法替代的环节，在整

个实践教学体系中，它的综合性最强。 作为教学计划中的最后一

项任务， 它承担着培养学生综合运用所学知识和掌握的技能去

分析和解决实际问题、独立工作、团队协作、问 题 表 达 等 能 力 的

任务。
总体上，毕业实习可以和毕业设计合并在一起安排，毕业实

习的地点一般应安排在校外实习基地、用人单位或以校内、校外

相结合的方式安排，时间一般安排在四年级课程结束之后。
2．5 课外实践

学生在校期间通过参加社团公益 活 动、IT 俱 乐 部、 兴 趣 小

组、社会调查、社会服务、“三下乡”、勤工助学等第二课堂活动参

与课外实践，可以进一步激发其学习本专业的兴趣与热情。 鼓励

学生参加“挑战杯”、“全国数学建模竞赛”等活动，培养学生的团

队协作意识和创新精神。 对于信息管理与信息系统专业的学生

而言，这也是非常重要的一个实践环节。
3 实践教学环境

3．1 实验室环境

根据教学规模，各高等学校应建设相应的实验教学环境。 一

般来说， 为了适应 CISC 2010 课程体系的实践教学内容的要求，
各学校可以配备如下相关的实验室环境：

（1）企 业 信 息 系 统 实 验 环 境 ：用 于 演 示 、学 习 信 息 系 统 （如

ERP、CRM、SCM 等）在企业运营、管理中的应用，可以进行管理信

息系统、企业信息系统及应用等相关课程的实验教学、课程设计

以及信息系统运行管理实践； 可以选用国内外的商业化软件为

基础来建立实验环 境，如 SAP、Oracle、用 友、金 蝶、浪 潮、神 州 数

码等公司的产品。
（2）电子商务实验 环 境：用 于 演 示、操 作 电 子 商 务 的 一 般 性

过程，通过对不同电子商务模式（B2B、B2C、C2C 等）的模拟，让学

生了解电子商务的概念、操作方法和商务流程。
（3）计算机软硬件与程序设计实验环境：用于帮助学生掌握

计算机基础、程序设计基础以及数据结构等课程的基本知识，包

括对硬件的认知与性能学习、 系统软件的原理学习以及编程基

础等支持工作。
（4）计算机网络实验环境：用于进行计算机网络的相关实验

和课程设计，使学生能了解网络管理与应用的一般知识。
（5）信息资源管理 实 验 环 境：用 于 进 行 信 息 资 源 管 理、信 息

检索、信息组织等课程的相关实验、课程设计和专业实习。
（6）信息系统开发与管理实验环境：用于信息系统分析与设

计以及信息系统项目管理等相关课程的实验、 课程设计和专业

实习，可以配置相关建模工具、CASE 工具、项目管理软件以及开

发环境（J2EE 或 VS．NET）。
（7）数据库与商务 智 能 实 验 环 境：用 于 数 据 库 系 统 原 理、商

务智能与数据挖掘等相关课程的实验、课程设计和专业实习，可
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以 配 置 Oracle、SQL Server 或 Kingbase 等 数 据 库 系 统 以 及 SAP
Business Objects、Hyperion、MicroStrategy 等商业智能软件。

以上实验室环境建设，可以进行不同的集成和组合，提高软

硬件等资源的应用效率。
3．2 实习基地

在专业建设过程中， 应该根据信息管理与信息系统专业的

人才培养目标建设相对稳定的实习基地， 确保各种实践教学活

动按计划进行， 有步骤地组织学生到已经建成的实习基地进行

专业实习、毕业实习或毕业设计。 实习基地分为校内实习基地和

校外实习基地两类，它们应该各有侧重，相互 补 充，共 同 承 担 学

生的实习、实训任务。
4 结束语

各高校可参照本实践教学规范和 CISC 2010，并根据自己的

培养特色和侧重， 合理设计适合本校信息管理与信息系统专业

人才培养目标的实践教学体系。 例如，对于以应用型人才培养为

主的学校可以侧重于系统的分析、 编程能力和信息系统开发等

能力的培养； 对于以研究型人才培养为主的学校可以侧重于信

息资源管理能力、应用能力和数据分析能力的培养。 总之，通过

构建与理论教学相辅相成、 具有各高校特色的信息管理与信息

系统专业实践教学体系，是培养具有专业能力和创新能力、符合

社会需求的人才的重要保障。
注：本文为 CISC 2010 课题组、国家级特色专业“信息管理与信息

系统专业”、2009 年山东省高等学校教学改革研究项目“信息管理与信息

系统专业实践教学体系的研究与实践”（编号：2009349） 和 2008 年山东

省教育科学规划课题“面向信息技术与管理融合的信管专业课程整合的

研究”（编号：2008GG055）的阶段性研究成果。
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自我管理策略在进行英语学习中的作用研究

张淑静

（黑龙江大学 西语学院，哈尔滨 150080）

［摘 要］自我管理作为一种语言学的学习理念由来已久，并构成了传统教育与现代教育沟通的基本精神内核，也是传统教学

理念与现代教学理念的共同之处。 而在现代英语教学当中，自我管理策略的应用价值随着人的主体性崛起而进一步凸现出

来。 本文重点探讨自我管理策略在英语教学中的作用。
［关键词］自我管理策略；英语学习；自主性；英语教学
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［中图分类号］ G64 ［文献标识码］ A ［文章编号］ 1673-0194（2011）17-0153-02

一、自我管理策略内涵体系概述

自我管理，通俗地讲就是个体对自身的思想、理想、价值观、
心理和行为等表现进行的管理，通过自己对自己的组 织、计 划、
约束、激励、控制和思考，实现自己对自己的管理。 作为一种语言

学的学习理念，很多语言学家都认同一点，语言学习者的元认知

策略实质上是指学习者对自己学习的自我管理。 主要包括计划、
监控和评估 3 个方面。 同时，元认知策略属于高一级的策略，不

直接作用于学习，而是通过一系列的计划、监控和评估对语言学

习起宏观调控作用。 这里的元认知，指的就是最初的认知，即对

语言本质的一种认知。 可以说，语言学界将对语言学习的本质准

确地定位于自我管理范畴， 是对自我管理策略的一种深层次的

肯定。 自我管理策略在企业管理领域大量应用，其内涵表现为员

工对各个企业的基本决策的直接参与形式。 在社会化大生产的

过程中，其重心在于生产资料实现了社会化，从而归全体员工或

整个社会所有，从所有制基础上推论，员工在较小的团体中往往

采取直接的方式，而在较大的团体中则通过他们在工会或者员工

委员会的代表，决定生产和收入分配这种最基本的问题，而技术

和业务方面的事务也由他们主持、管理和监督。 而从更为广义的

层次来说，自我管理策略是民主组织形式在整个宏观、微观经济

活动中的集中表现。各个企业的承担机构诸如工会、员工委员会，
都会向整个部门和整个经济组织的上级管理部门派遣代表来为

其团体利益代言。 在每一级的设置上，自我管理的机构载体都要

负责其相对应的方针的制定、实施和相对独立的企业之间实行协

调的最高权威。
二、英语学习中自我管理策略的内涵表现

涉及到“管理”字样，就必然涉及管辖治理的行为模式，也就

是实行计划、组织、指挥、协调和控制的一系列过程。 而在英语学

习中，自我管理往往表现为两大模式：认知模式和情感模式。认识

模式是较易理解的，即强调个体对自身能力的自省自觉。 著名教

育心理学家加涅认为：“认知策略是学习者用以支配自己的心智

加工过程内部组织起来的程序性知识。它体现学习者处理内部实
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基于项目驱动的“管理信息系统”课程教学研究 

张  戈   王洪海   王华杰 

（山东经济学院 信息管理学院，济南 250014） 

【摘要】文章通过对当前管理信息系统教学的现状分析，提出了基于项目驱动的教学方法，并介绍了项目驱动教学法的基

本原理，然后论述了项目驱动法在管理信息系统教学中的应用，并提出了应该注意的事项。实践证明目驱动教学法激发了学生

的自信心和积极性，在 MIS 的教学中效果显著。 

【关键字】项目驱动；管理信息系统；教学研究 

【中图分类号】G40-057              【文献标识码】A             【论文编号】1009—8097（2008）13—0068—02 

一 引言 

目前，全国各高校的信息管理与信息系统专业都开设管

理信息系统（Management Information System，MIS）课程，

并将其作为本专业的核心课程。信管专业学生应该具备更高

的综合素质和较强的社会适应能力，包括独立分析和解决问

题的能力、开拓创新能力、团队协作、交流能力和终生学习

能力。为此，各高校纷纷进行管理信息系统课程的教学体制

改革：把更新教育理念、优化课程体系、压缩课堂理论教学

课时、增加实践教学课时作为重点，使教学内容能够更好地

反映学科专业的最新研究方向与发展趋势，以切实增强学生

的学习兴趣，完善学生的知识结构。基于以上目标，需要我

们努力探索管理信息系统课程的教学模式和教学方法。 

二 管理信息系统课程教学现状 

1 教学方法欠缺 

在 MIS 的教学中，虽然采用了多媒体教学方式，但是学

生仍是被动接受知识，以课堂理论讲授为主，与学生的互动

性差。 

2 课程定位有偏差 

学生对于 MIS 这门课程的理解也有偏差，错误的认为该

课程属于软件工程学科，学习这门课就是要学习如何编程，

而且由于对计算机知识也掌握不足，因此很多学生对这门课

程会产生困难感。 

3 考核方式欠佳 

MIS 课程考核方式多以书面试卷为主，这使得很多学

生只在考试前突击背概念，因此对课程知识内容缺少深刻

的理解。 

4 实践内容薄弱 

MIS 是一门实践性很强的课程，必须坚持理论与实践并

重的原则。纯粹的理论讲授，学生会觉得抽象枯燥，提不起

学习的兴趣，也影响到学习的积极性和效果。 

三 项目驱动教学法 

从学生的角度说，“项目驱动”是一种学习方法，它适用

于学习各类实践性和操作性较强的知识和技能；学生按项目

被分成若干小组，各小组的活动在导师的指导下进行，学生

也不再把学习当任务，而是根据项目需求来学习，由被动地

接受知识转变为主动地寻求知识。从教师的角度说，“项目驱

动”适用于培养学生自主学习、分析问题、解决问题的能力；

教师不再是知识和理论的简单灌输者，而是发挥着导师的作

用，循序渐进地引导学生在实践中学习理论，在实践中消化

理论，应用理论，在实践中掌握知识。 

基于“项目驱动”的教学把知识转化为理论和技能相结

合的教学方式。学生接受项目后，教师除随时给学生补充必

要的理论和技能知识信息外，更重要的是在整个项目开发过

程中，充分调动学生的学习兴趣，鼓励学生以合作完成课程

项目为宗旨。通过案例导向、项目驱动的教学方式，使学生

的实践能力、自学创新能力、团队合作能力和交流表达能力

都得到了较大的锻炼与提高。 

四 项目驱动法在管理信息系统教学中的实施 
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1 项目设计 

教师根据教学进度和教学计划，选择难度适中的 MIS 项

目，将该项目分成若干相对独立的子项目分配给学生，并围

绕项目准备好相关的理论知识、领域知识和技术知识等。项

目一般来源于教师的纵、横向课题以及学校承接的对外服务

等；也可由学生自由寻找和拟定自己感兴趣的选题，但需经

过论证和教师同意。 

2 项目实施与控制 

确定项目后，学生以自由组合的方式成立项目小组，确

定项目经理，由项目经理带领各组成员制定项目进度表。教

师讲解完 MIS 的项目管理概念后，要求项目小组进行项目论

证并写出可行性方案，并制定项目任务书。 

学生根据项目任务书的需求参与设计，并以小组方式进

行讨论，以培养其合作与协调能力。在课程的进行当中，系

统建设的各个环节都要开展主题讨论，总结经验，交流认识。

教师再从企业的角度介绍情况，评议学生的设计，让学生感

到所学知识的实用性。并可邀请软件公司相关技术人员作专

题报告，不定时组织学生参观软件公司的相关活动。 

3 项目评价 

学期末以项目组为单位提交相应的系统文档和系统模

型，最后的课程考核采用以项目答辩为主、试卷测试为辅的

方法，以各小组提供的系统文档和系统模型以及小组成员在

项目中的表现为标准进行评判，而试卷测试主要针对基本理

论知识，所占比例较小。因为管理信息系统的教学不是能通

过考试就可以验证教学效果的，而项目驱动法教学的显著特

点，也在于实行能促进学生专业技能能力提高的项目答辩的

课程考核方式。 

五 项目驱动法在管理信息系统教学中的注意事项 

在项目驱动法教学过程中，由于知识的具体意义和学生

自身的不足逐渐被发现和明确，必然会引起学生对教学内容

和相关理论知识的学习热情，而且，完全真实的 MIS 项目也

会引起他们的好奇心和挑战欲。所以，较传统教学法而言，

学生的学习动机比较强而持久，对知识、能力、素质的培养

更能起到良好的积极作用。 

但是，在教学过程当中我们还应该注意以下几个问题： 

（1） 项目来源要实时、实际。由于信息技术发展迅速，

以往的项目往往代表落后的设计思想，只有实时的项目才能

保障所学技术的先进性；同样为了提高学生的积极性和热情，

教师尽可能选择具有实际应用价值的项目，项目要贴近实际，

体现实际的工作过程，源于企业实践，又要高于企业实践。 

（2） 抓住驱动环节，由以教师主变为以学生为主。项

目驱动教学过程中要做到：一是适当引导，学生大都是第一

次接触项目，因此肯定会有很多挫折感，所以教师需要引导

学生尝试使用各种方法去克服困难，完成项目任务，从而有

利于培养学生的自学创新能力和对相关知识的掌握。二是要

鼓励思考，项目进展的步骤应该有利于促进学生的主动思考，

由此需要教师去激发和鼓励学生。三是倡导创新，在项目结

束时，要善于使用精炼的归纳性语言，指出项目的开放性和

扩展性，以拓宽学生的视野，激发学生的求知欲和好奇心，

使其善于对项目进行深入的探究与开发。 

（3） 通畅的沟通和答疑渠道。为解决学生平时答疑辅

导等问题，指导教师除了把教学资料下发给学生，还应充分

利用网络资源，例如我校的 Blackboard 学习平台，师生之间

可以基于该平台进行在线交流和互动；另外，教师应公开自

己的电子邮箱、联系电话等等，使学生尽可能通过多种渠道

能和指导教师取得联系，获得帮助。 

六 结束语 

项目驱动教学法的应用，使管理信息系统课程在宏观教

学设计上实现了以项目覆盖知识面、以项目体系构成教学布

局的教学新思路。在教学过程中始终贯彻项目驱动、学生为

主的原则，使学生在学习课程知识时，有一个完整的、真实

的、具体的、有形的项目作为知识的应用载体，避免停留在

抽象枯燥的理论层面。经实践检验，项目驱动教学法激发了

学生的自信心和积极性，锻炼了学生的综合能力，为今后较

快地参与实际项目的开发奠定了坚实的基础，在 MIS 的教学

中效果显著。 

———————— 
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知人者智，自知者明。 只有明确自己的优势与
劣势，才能积极发挥自身优势，按照成功的标准提
升自身能力。 根据埃里克森的心理社会发展理论，
大学生面临的人格任务是形成自我同一性，即形成
整体的和一致的自我概念，其实质是个体自我意识
的深度整合和跨越发展。 因此，大学生自我认知既
是职业生涯规划的起点，更是个人确立目标、规划
人生的前提条件。 当代大学生接触面广、生活条件
较优，他们个性张扬但心理更加敏感，同时全球信
息化的发展也为他们提供了不同于以往的生活与
学习资源。 环境的多样性与复杂性，使得大学生更
容易走进一种自我假象，造成现实我、投射我、理想
我的冲突。 而自我认知能力的提升有助于大学生实
现“现实我”与“理想我”的统一，提升自我学习意识
与自主学习能力，引导其树立正确的世界观、人生
观与价值观，增强其社会责任感与使命感。

一、新时代大学生自我认知存在的问题
目前， 国内大学生的自我认知水平总体较高，

但两极分化明显，其心理特征具有复杂性。 这首先

要归因于当代大学生多为独生子女，父母期盼较以
往更高，家庭对孩子的要求予取予求，而父母对其
成长中的健康教育与引导程度不一；其次，初高中
时期繁重的课业压力， 学校对学生的过度保护，使
得大学生在此期间较少对自身进行积极的认知。 由
此导致部分初入高校的大学生在自我认知中多种
极端现象时有发生，尤其是迷之自信与过度自卑。

另外，当代大学生在校期间自我认知存在片面
性。 大一学生容易以高考分数和学习成绩作为自我
认知的核心衡量标准，较易产生过高或者片面的自
我认知。 进入较高年级，学生面临升学、求职等方面
抉择的迷茫与压力，容易产生焦虑、急躁心理，在自
我认知上表现出较强的矛盾性。

尤其全球信息化的发展，为当代大学生提供了
更广阔的学习平台和资源，也使得大学生自我认知
环境愈加复杂。 面对不断增强的社会压力、多元化
的环境，大学生需要用更多的精力去适应和自我调
节，导致有的大学生自我规划不当、心理健康问题
出现。 而传统引导路径在大学生认知水平提升中收

大学生自我认知的作用机理、差异测评模型及提升路径探析
徐德英

（山东财经大学管理科学与工程学院 山东·济南 250014）

摘 要：大学生自我认知对提升大学生学习效率、有效预防大学生心理健康问题、促进大学生职业发展
和推进高等教育事业健康有序发展均具有十分重要的意义。文章以大学生自我认知为研究对象，明晰大学生
自我认知的作用机理，构建深层次的认知差异测评模型，探析大学生自我认知提升的有效路径。 实证结果遵
循马斯洛需求理论与自我效能感理论， 现状满意度及自我满意度较大程度影响当代大学生自我认知水平的
提升。 相比个体属性差异与年级差异，成长环境与专业性质成为影响大学生自我认知的主要客观因素。 有效
的学业规划与职业规划教育、 积极的社会认知与社会实践能力培养是高校积极提升大学生自我认知水平的
关键路径。自卑型认知大学生较适合浅层次循循善诱的提升路径，而自傲型认知大学生更适合浅层认知与思
想深度认知融合的提升路径。
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效不大，因此适度自我认知和科学合理的自我调节
方式方法的选择，成为大学生保持良好健康状态的
关键之一。

学者们对大学生自我认知层面的研究主要集
中在大学生自我认知现状、影响因素、对自身发展
的影响及提升路径[1-3]。 部分学者通过问卷分析不同
特征大学生的认知现状 [4]，如留守经历大学生 [5]、卓
越地理师范生 [6]、少数民族大学生 [7]；有学者对大学
生自我认知的调节过程进行研究 [8]；部分学者分析
并提出各类型大学生自我认知水平提升的路径[9][10]；
多数学者热衷于研究自我认知影响因素[11][12]及对各
类发展的影响，如有学者研究指出大学生自我认知
提升可以促进就业倾向明确[13]，对职业生涯规划[14]、
就业能力 [15]、社会适应性 [16]、自我效能 [17]等均有不同
程度影响。

新形势下，当代大学生自我认知能力培养存在
哪些关键影响因素？ 又存在何种深层次作用机理？
对大学生自我认知能力间差异又该如何做出科学、
有效的评价？ 尤其针对过度认知与认知不足类大学
生，如何通过各因素的配置组合有效优化其自我认
知路径？ 这些问题成为大学生自我认知水平提升的
关键，也是学术界有待解决的问题。 另外，以往学者
们的研究方法多基于问卷的简单统计，深层次的数
理分析理论有待完善，研究结果也有待深挖。

有效解决上述问题，对提升当代大学生自我认
知水平、解决各类学生的认知困境，帮助其树立正
确的人生观、世界观与价值观具有积极的指导意义
与借鉴价值。 因此，本研究以提升大学生自我认知
水平为目标， 对大学生自我认知现状进行跟踪调
查，基于大学生自我认知作用机理分析，提出大学
生自我认知差异测评模型，对主客观影响因素的作
用效果与稳健性进行量化分析，旨在探寻典型认知
类型大学生自我认知优化路径。 研究结论对大学生
职业选择和人生规划具有重要意义，也为各组织对
当代大学生进行自我认知指导提供可行方案。

二、大学生自我认知作用机理与差异测评模型
构建

（一）大学生自我认知作用机理分析
自我认知是主观自我对客观自我的认识与评

价，是对自己身心特征的认识。 自我认知过程遵循
自我感觉、自我概念、自我观察、自我分析和自我评
价的认知逻辑，受到主、客观因素的共同作用。 大学
生自我认知过程是伴随大学生发展的一个逐步形
成过程，尤其是发展过程中的客观因素将对主观因
素产生潜移默化的影响，并联合影响大学生自我认
知发展。 大学生自我认知过程也是一个不断循环、
交互影响的复杂过程，尤其自我认知水平与各主观
因素间相互作用明显，如图 1 所示。

图 1 大学生自我认知作用机理

影响大学生自我认知的客观因素主要包括个
体差异、成长环境（包括成长中尤其是未成年时期
的社会环境与家庭环境）、学习环境。 上述因素在个
体人生观、价值观、世界观的形成过程中起到不可
替代的重要作用，在大学生自我认知发展中也发挥
重要作用。 但随着社会生产生活方式的转变及国家
全面素质教育水平的提升，各因素对大学生自我认
知的作用力度将会发生变化，尤其性别因素的作用
转变明显。

主观因素主要包括人格特质因素、 情绪因素、
认知能力因素、目标因素，并受到客观因素较大影
响。 其中人格特质因素受到个体差异与成长环境的
影响较大，具有长期稳定性；情绪因素、认知能力因
素与目标因素受到成长环境与学习环境的影响较
大，但情绪因素的短期波动性较强，相比而言，认知
能力因素与目标因素的稳定性较强。

客观因素与主观因素共同影响大学生自我认
知，而大学生自我认知水平又会进一步对主观因素
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产生影响。 尤其对情绪因素、目标因素的影响较大。
当今大学生自我认知复杂性提升，陷入过度自信与
过度自卑两种极端认知情形的大学生比例不断上
升，陷入迷茫、焦虑、矛盾、妄想及更复杂情形的大
学生数量也在不断上升。 总体上，各认知类型均受
到上述主客观因素的影响，各因素影响力度的复杂
性组合也是导致各种认知类型差异的重要原因。

（二）大学生自我认知能力差异测评模型构建
大学生进行自我认知评价过程中受主观因素

的影响较大，传统量表设计与测度结果呈现一定局
限性，简单数理统计也难以有效反映大学生自我认
知的真实现状。 为有效剖析影响大学生自我认知出
现差异的重要因素，将大学生自我认知的评价内涵
扩展为认知深度、认知广度和认知水平三个协同维
度，并基于三维度差异协同构建大学生自我认知差
异测评模型。

设客观理想解 P* 为对个体自我认知的客观满
意评价向量，个体自我认知客观评价向量为 Pi，以客
观评价指标范畴表征大学生自我认知差异广度，个
体 i自我认知差异广度 SCWi为：

其中，I 为指标集合，πk（j）为第 k 个二级指标的
第 j个指标值，Wk、Wkj为对应权重。

以与理想解间的距离表征大学生自我认知差
异深度，个体 i自我认知差异深度 SCDi为：

其中，d 以距离相似性进行测算，采用层次分析
法进行权重设置。

基于客观理想解，以过度认知或认知不足程度
来表征自我认知差异的水平维度，以理想解和客观
值的差距进行测度。

其中，正数表示认知不足，负数表示过度认知，
绝对值越大表示自我认知差异越大。

综上，个体自我认差异测评模型为：

其中，α、β、θ 为根据大学生群体特征设置的认

知差异深度、认知差异广度和认知差异水平的灵敏
度。

另一方面，为有效剖析大学生自我认知影响因
素的作用效果，探寻大学生自我认知水平提升的有
效路径，分别以大学生自我认知水平、自我认知差
异为因变量，构建回归模型:

进一步，考虑大学生自我认知水平与主观因素
间的相互影响，在大学生自我认知差异影响因素分
析中纳入认知水平的考虑，构建模型如下：

根据主、客观因素分类，采用逐步回归思想，深
入剖析各因素对大学生自我认知的影响。

三、量表设计与检验
（一）研究对象
本研究选取大一、大二、大三、大四本科生作为

调研对象，编制《大学生自我认知现状及因素调查
问卷》，在山东省多个兄弟院校开展实证调研，共发
放 500 份问卷，回收 435 份有效问卷，问卷有效回
收率为 87%。 有效样本涵盖不同性别、家庭环境及
专业，并选取普适性样本（20 例）及差异性样本（10
例）进行个案分析，旨在从个体、家庭、专业、学校与
社会环境、自我层面等多维度探寻大学生自我认知
影响因素及提升路径。 为提升数据的可靠性与有效
性，选取授课学生进行访谈，并通过授课老师讲解
后发放此问卷。

（二）量表设计
通过教学信息反馈与学生个别座谈，编制《大

学生自我认知现状及因素调查问卷》， 并根据分析
结果进行题项设计。 具体包括个体差异、成长环境、
学习环境、自我认知评价、自我规划、社会认知、专
业满意、现状满意及自我满意等类别，兼具单选题
项和多选题项。

为保证问卷的有效性，采用 SPSS21.0 对调研问
卷进行信度与效度检验。 以 Cronbach Alpha系数为
表征，系数为 0.825，显示问卷内部一致性良好，问
卷具有一定信度，见表 1。

借鉴学者们的研究，采用 KMO 和 Bartlett 检验
分析问卷效度。 取样足够度的 KMO值为0.868>0.7，

表 1 信度检验
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Bartlett 球形度检验显著性为 0.000<0.05， 即通过
5%水平的显著性检验， 问卷具有良好的结构效度，

见表 2。

表 2 效度检验

进一步， 采用主成分分析法抽取特征值大于 1
的公因子，取消因子负荷小于 0.4 的题项，结合影响
因素分类 ， 得到 9 个因子的累计方差贡献率达

61.973%， 且陡阶检验图显示在第 9 个因子后逐渐
趋于平缓，结果比较理想，见图 2。

四、大学生自我认知路径提升的实证分析

（一） 大学生自我认知水平的总体表现及水
平内差异分析

初步调查发现，客观因素对大学生自我认知状

态分布的影响如表 3所示。
大学生自我认知水平较以往有所提升，近 65%

的大学生有较清晰的自我认知，这与社会整体文化
水平的提升紧密相关。 进一步设计量表，从大学生

图 2 陡阶检验图

表 3 大学生自我认知总体表现及水平内差异分析

注：★P<0.1，★★ P<0.05，★★★ P<0.01。
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个体差异、成长环境（包括生活环境、家庭环境）及
大学学习环境（包括年级、专业性质）角度剖析影响
大学生自我认知的客观因素。 数据分析显示，整体
上各因素与大学生自我认知水平间具有显著相关
性，均通过 5%水平的显著性检验，且各因素设计具
有较好结构信度，样本也具有一定现实解释力度。

结果显示，当代大学生自我认知的时代特征愈
加鲜明，个体及年级差异对大学生自我认知水平分
布没有显著差异，而不同成长环境（包括社会环境
与家庭环境）、 专业性质对大学生自我认知水平分
布差异显著，主要归因于当代大学生及各类社会教
育群体平等意识与全面素质教育意识的普遍提升。

尤其成长环境差异 （包括社会环境与家庭环
境） 仍然是影响当今大学生自我认知的重要因素。
第一，农村生源大学生的自我认知水平较以往有很
大提升，近半数大学生有较清晰的自我认知，但整
体上仍明显低于城市地区（具有清晰自我认知的大
学生比例达 75%），特别是中、西部经济欠发达省市
农村地区的大学生自我认知水平整体有待提升。 第
二，家庭环境尤其是家庭中兄弟姐妹数量对大学生
自我认知具有显著影响。 随着家庭兄弟姐妹数量增

多，大学生自我认知处于较清晰水平的人员占比逐
渐降低 （各情形下占比依次为 76% 、57% 、45% 、
36%），剩余大部分处于不太清晰认知水平。

实证结果进一步显示，大学生自我认知水平与
个体未成年时期生活环境中的人文环境及家庭教
育紧密相关。 这说明基础教育阶段教育环境与教育
资源对个体大学阶段乃至整个人生自我培养的重
要性，也显示出国家城镇化与新农村建设工作对人
才培养的重大意义，成年教育中家庭教育的重要性
也得到了社会及家长的一致认同。

另外，不同专业性质（技术类专业与非技术类
专业） 下大学生自我认知水平分布呈现显著差异。
技术专业大学生自我认知水平优于非技术类专业
大学生，具有较清晰自我认知水平的大学生比重分
别为 78%和 51%，与大学生专业课学习强度及就业
认知程度紧密相关。

（二）大学生自我认知影响因素实证分析
采用逐步回归思想， 通过深度量化分析与实

证， 深度挖掘影响当代大学生自我认知的关键主、
客观要素，主要包括社会环境、家庭环境、自我规
划、实践水平及各类别满意等，见表 4。

第一，当代大学生自我认知水平受环境因素影
响显著， 尤其受到社会环境与家庭环境的稳健影
响。 实证结论显示，整体上农村生源大学生自我认
知水平较城市生源大学生自我认知水平低 0.142 单
位，且每单位家庭兄妹数量增加将引起大学生自我
认知水平 0.131单位的降低。另一方面，逐步回归结
果显示，社会环境与家庭环境对大学生自我认知水

平的影响具有稳健性， 在各类逐步回归中均通过

5%水平的显著性检验。这与控制变量分析中的结论
高度一致，进一步体现了社会教育与家庭教育对大
学生自我认知水平提升的持久性与重要性。

第二，明确的学业规划与职业规划均显著提升
大学生自我认知水平。 大学生学业规划由无到明确
设计的 4 个渐进过程中，每单位提升将有效促进大

表 4 大学生自我认知水平影响因素实证分析结果

注：★P<0.1，★★ P<0.05，★★★ P<0.01。
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学生自我认知水平 0.11 单位的提升。 相应地，职业
规划的促进力度更大，其由无到明确设计的 4 个渐
进过程中，每单位促进力度达到 0.151。 上述两项规
划的作用力度均具有稳健性，且在各逐步回归模型
中均通过 5%水平的显著性检验。 高校应加强大学
生学业规划与职业规划的引导与能力培养，既是大
学生全面素质教育与发展的要求，也是国际化优势
人才培养的要求。 教育部针对当代大学生规划能力
也出台了众多政策，有助于提升大学生自我认知水
平，对大学生正确人生观、价值观与世界观的形成
具有积极推动作用。

第三，积极的社会实践与社会认知能力培养对
当代大学生自我认知水平提升的重要作用不容忽
视。 社会实践能力对大学生自我认知水平的提升具
有显著且稳健的促进作用， 其促进力度同比较高

（0.180）且通过 5%水平的显著性检验，成为推动大
学生自我认知水平提升的重要因素。 近年教育部密
切关注并出台多项措施积极推动大学生实践能力
的培养，如加大实践类课程在大学生整体培养环节
占比，推动创新创业及暑期实践活动开展。 在实践
中发现短板、反思并不断追求新发展，对于大学生

进行深度自我认知剖析具有积极推动作用。
第四， 遵循马斯洛需求理论与自我效能感理

论，现状满意度及自我满意度较大程度影响当代大
学生自我认知水平的提升。 尤其自我满意度提升对
大学生自我认知起到积极促进作用，作用力度高达

0.222， 其作用效果极具稳健性且通过 5%水平的显
著性检验。 遵循马斯洛需求层次理论与自我效能感
理论，自我满意的需要成为推动大学生自我认知水
平提升的内在重要驱动力，也是自我认知能力不断
内化的过程。 近年来教育部通过新课改等多项措
施，一直积极推动教学中学生主体地位提升，多次
强调在教学中启发学生积极性、 挖掘学生潜能，对
当代大学生自我认知水平的提升及人生观、 世界
观、价值观的培养均具有长远意义。

（三）不同类型大学生自我认知能力提升的路
径分析

分别针对自卑型、 自傲型大学生自我认知群
体，从浅层次认知提升与思想深度认知提升两条路
径去探究降低大学生自我认知差异的有效方法，以
提升大学生自我认知整体水平，见表 5。

第一，对于自卑型认知的大学生来说，更适合采
用由表及里、循序渐进的自我认知提升路径。 在自我
认知差异测评模型中， 定义大学生自我认知差异正
向趋大时趋于自卑型认知。 实证结果显示，单位浅层
自我认知提升将引起大学生自我认知差异 0.743 单
位降低， 单位思想深度自我认知提升将引起大学生
自我认知差异 0.211单位提升。 意味着，对于自卑型
认知大学生， 通过提升其表层认知差异能更好达到

降低其整体自我认知差异的目标， 即遵循其性格特
征，通过提升其对外貌、身材、性格、特长、人际关系
等浅层次自我认识差异的了解， 引导其进行深层次
自我认知差异剖析； 通过进一步加强其各项心理建
设，有效提升大学生整体自我认知水平。 而直接采用
思想深度自我认知提升路径反而会加剧自卑型认知
大学生的逃避与反抗心理， 扩大其自我认知差异缺
口，不利于大学生自我认知水平的提升。

表 5 不同类型大学生自我认知能力提升的路径分析

注：★P<0.1，★★ P<0.05，★★★ P<0.01。
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第二，对于自傲型认知的大学生来说，浅层认知
与思想深度认知两条路径结合使用的效果更好。 特
别地，加大浅层次认知差异路径的实施力度，适度的
思想深度认知差异教育也必不可少。 自傲型认知的
大学生极易出现整体自我认知过度的情形， 在测评
模型中以负向认知水平进行表征。 实证结果显示，单
位浅层自我认知提升将引起大学生自我认知差异

0.551单位提升，单位思想深度自我认知提升将引起
大学生自我认知差异 0.216单位提升。说明对自傲型
认知大学生来说， 浅层认知教育的作用力度有所下
降（自卑型标化系数为 0.743），深入人心的思想教育
成为其缩小认知差距的关键配套路径。 此路径的实
施遵循自傲型认知大学生心理发展规律， 同比自卑
型认知大学生，应适当配套选用打击式教育模式。

结 语
综上，对当代大学生自我认知水平提升提出以

下建议。
第一，降低教育的地理与思想约束，筑牢学校、

家庭、社会三位一体教育格局，推进线上线下衔接模
式的软、硬件教育资源统筹建设与共享，培育良好的
社会教育与家庭教育环境。 统筹推进县域内城乡义
务教育一体化改革发展， 积极推动县域义务教育均
衡发展和城乡基本公共教育服务均等化。 同时，推进
课堂教学与“互联网+教育”模式的有效衔接，规范并
强化教育移动互联网建设， 搭建健康有序发展的教
育资源共享平台， 推动网络教育高质量发展与有序
监管，充分实现区域教育资源共建共享。 在上述基础
上，通过开展多种形式的亲子活动、校园活动及社会
实践活动，积极推动学校、家庭、社会的教育协同格
局与机制，做到在工作安排上相互衔接、在教育内容
上相互贯通、在教育渠道上相互补充。

第二， 增强全面素质教育贯彻力度与质量，构
建灵活有效的人才培养与教育监管机制，注重培养

德智体美劳全面发展的社会主义建设者和接班人。
德育为先，尤其注重完善各级各类学校思政教育体
系， 加强新时代爱国主义教育和中华传统美德教
育；将德育工作融入课堂教学与社会实践中，加强
专任教师对学生关爱与指导。 另一方面，从劳动育
人的教育理念出发，推动各级各类学校认真规划并
组织形式多样的劳动教育，以增强学生的社会认知
与实践能力。 同时，在素质教育过程中，加快构建与
完善多元合理的教学质量监管与评价体系。

第三，强化大学生心理健康教育与生涯规划教
育。 针对不同认知类型大学生，构建与完善心理健
康教育体系与运行机制，摒除大学生对心理健康活
动的认知障碍， 实现高校心理健康教育常态化发
展。 针对不同类型学生，因地制宜开展形式多样的
心理健康活动，尝试从心理学角度进行疏导，培养
其正确的世界观、人生观与价值观。 同时，在大学生
教育过程中，以引导鼓励为主，进行适度的生涯规
划教育，搭建行政系统与专职教师系统配套的生涯
指导体系， 强化专任教师在学生生涯规划中的作
用，帮助大学生开展积极的学业与职业生涯规划。

第四，深化产教融合，促进教育链、人才链与产
业链、创新链有机衔接，增强大学生创新创业思维
与认知，提升大学生社会认知与实践能力。 围绕区
域经济发展及企业人才需求现状，打造政产学研院
协同育人机制；主动对接区域产业集群，强化双师
育人机制，培育国家级或省级特色专业群，积极推
动校级实践基地建设。 另一方面，强化大学生创新
创业思维的教育与实践引导，推动大学生创新创业
类产业园的建设与运行，搭建适于大学生创新创业
的孵化环境与支撑机制；通过多种形式的创新创业
课堂教学及实践，引导大学生积极参与“互联网+”、
“创青春”等比赛，提升在校大学生创新创业的自我
认知水平，增强学生的自我效能感。
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Research on Mechanism, Differences Assessment Model and Promotion
Path of College Students' Self- Cognition

XU Deying

(School of Management Science and Engineering,
Shandong University of Finance and Economics, Jinan 250014, China)

Abstract: The study of college students' self-cognition is of great significance to the improvement of
their efficiency at study and professional development，prevention their psychological problems, cultivate the
positive corrective outlook on life and world, as well as the healthy and sustainable development of higher
education. Taking college students' self-cognition as the research object, the mechanism and differences as-
sessment model is constructed, which aims to explore the effective way to improve college students' self-
cognition. All the results follow Maslow's hierarchy of needs and self-efficacy theory. Especially, current sit-
uation and self satisfaction affect the college students' self-cognition improvement most greatly. And the re-
search results show that college students' self -cognition is significantly affected by their speciality and
growth environment, while the impact of grade and individual difference are gradually weakened. Further,
the deeper mathematical analysis and empirical analysis also prove that there are two critical paths to ad-
vance the self cognition ability of college student. One is effective academic and career planning education,
and the other is positive social cognition and practice ability development. Self-abasement student is more
suitable for the promotion path of shallow and systematic guidance, while self-conceited student are more
suitable for the promotion path of shallow and profound cognition integration.
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