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Research on Experiment Teaching System of Logistics Management Education Based on
Integrated Experimental Platform
0 CHEN Ai -ling LUO Yan -fang GUO Yan - li
( School of Management Science and Engineering Shan Dong University of Finance and
Economics Jinan 250014 China)

[Abstract] Logistics management education emphasizes both on theory teaching and experiment teaching and experiment
teaching has an important role in training the practical ability of the students. In view of the characteristics of logistics
management education this paper puts forward experiment teaching system of logistics management education based on integrated
experimental platform. This system determines the requirements and objectives of experiment teaching system based on ability
system and designs the contents and the evaluation criteria of experiment teaching systems. This experiment teaching system has
been applied to the actual teaching and effectively improved professional ability and practical ability and improved the whole
teaching quality.

[Key words] logistics management; experimental teaching; comprehensive experimental platform
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Abstract: There are great differences from methods to content between economic & management specialties and science &
technology speciaties in java program language teaching. Aiming at problems such as unclear teaching objects, over-professiona
teaching contents, focusing on theory rather than practice and single form of assessment, strategies including understanding the
meaning of curriculum, arranging content reasonably, adding case teaching, and improving the teaching experiments are proposed, in
order to enhance the quality of teaching effect in Shandong University of Financia and Economics (SDUFE). The student’ s

feedbacks and score show that learning interest and effect have greatly improved in the past five years.
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Abstract: In the context of increasing demand for information technology in various professions, this article analyzes the current
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group, the experience of building a case-driven computer-based curriculum teaching mode that integrates information technology and
professional knowledge is introduced. The significance of introducing computing thinking in the basic computer teaching framework

is discussed.
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Disappointment theory

Distance education quality evaluation is extremely important in improving the quality of
education under COVID-19. As traditional teaching-quality evaluation methods are no
longer applicable, it is crucial to construct effective evaluation methods. In the evaluation
of distance education quality, decision-makers have different linguistic expression prefer-
ences, and the evaluation information may be biased due to an improper grasp of the prob-
lem. In addition, the correlation between the criteria of distance education quality
evaluation is common, and the results of existing evaluation methods are quite different.
In this paper, to compensate for these deficiencies, we utilize the multi-granularity prob-
abilistic linguistic term set (MGPLTS), which can reflect the linguistic expression preference
of decision-makers and the importance of linguistic terms, and propose a multi-criteria
group decision-making (MCGDM) method. First, the dispersion and concentration degrees
are proposed as the theoretical basis for judging the hesitancy of decision-makers’ evalu-
ation information, and the decision-maker weight adjustment model is constructed. To
reflect the importance and correlation of criteria, the SWARA method and the CRITIC
method are constructed as criteria weight methods. To obtain reliable decision results,
decision-makers’ psychological expectations are taken into account, the MULTIMOORA
method is improved upon, and a new integration theory is proposed to improve its robust-
ness. Finally, through an example case of distance education quality evaluation and com-
parison with other methods, the effectiveness, practicability and superiority of this
method are verified.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

Education plays an important role in technological innovation and economic growth, but modern education differs from
traditional, offline education. Schools, students, and educational institutions are looking for more efficient learning methods,
and distance education based on technological innovation has received widespread attention. Distance education, also
known as distance learning, e-learning and online learning, provides regular and substantive learning interactions for stu-
dents who are separated from teachers [21,25]. Due to COVID-19, schools in many countries have replaced offline education
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with distance education, which has greatly promoted the development of distance education methods. However, during this
period, there have been obvious differences and gaps in the quality of distance education among different institutions and
platforms, which is not conducive to the realization of the original intention, which is improving education quality. Pozzi
et al. [22] determined the criteria and indicators that reflect the particularity of distance education through participation,
indicating that distance education quality evaluation is a typical multi-criteria group decision-making (MCGDM) problem.
MCGDM is a process by which multiple decision-makers select the optimal alternative from the perspective of multiple cri-
teria [19,35]. Some studies have established MCGDM models for distance education quality evaluation, including VIKOR [23],
hybrid MCDM [24], TODIM [25], and the aggregation operator method [26]. However, the applicability and consistency of the
criterion weighting methods used need to be improved. In addition, these decision-making methods rarely take into account
the psychology of decision-makers. Therefore, it is essential to evaluate distance education quality with effective and reason-
able methods to determine the problems in the teaching process and improve them.

Many qualitative criteria in the process of distance education quality evaluation are fuzzy and imprecise. It is inconve-
nient for decision-makers to provide evaluation information with accurate numbers but prefer linguistic information that
conforms to human expression habits, such as linguistic term sets (LTSs, also known as linguistic evaluation scales) [32].
However, a single linguistic term is not enough to express the hesitancy and uncertainty of decision-makers [33]. The prob-
abilistic linguistic term set (PLTS) overcomes this disadvantage by displaying multiple linguistic terms and corresponding
probabilities (or importance or trust level) [3,27,34,39]. There may be decision-makers in teaching, training, and other fields
involved in the distance education quality evaluation, and their different linguistic preferences are unlikely to be accommo-
dated by an LTS. As an ideal choice, multi-granularity probabilistic linguistic term set (MGPLTS) includes the advantages of
PLTSs and takes into account the choice of different granularities (cardinality) of LTSs due to the linguistic preferences of
different decision-makers [26]. Although the applicability of MGPLTS is strong, different decision-makers have different
thinking about and masteries in specific problems. This means that the evaluation information given by decision-makers
has different degrees of hesitancy, uncertainty and credibility. Lin et al. [6] proposed the deviation degree, which can mea-
sure the hesitancy degree of evaluation information, but it cannot be used for MGPLTS. Therefore, there are deficiencies in
the existing research: (i) Existing research on MGPLTS lacks the identification of dispersion and credibility of evaluation
information, and the measurement of credibility is related to the effectiveness of subsequent decision-making results.

The decision-makers involved in distance education quality evaluation include teachers, technicians and other profes-
sionals. In the existing distance education quality evaluation methods [23,25,26], the weight of the decision-maker is
directly assigned to the decision-maker according to his or her authority, and there is no subsequent adjustment. However,
the existence of authority does not mean that the evaluation process is free of bias [41]. When the evaluation information of
decision-makers is biased, adjusting the weight of decision-makers has a positive contribution to the decision-making
results. Additionally, the weight of each criterion has a crucial impact on the final result of a decision. The commonly used
subjective weight methods in distance education quality evaluation include Delphi [23], analytic hierarchy process (AHP)
[24], and fuzzy measures [26]. The correlation between the criteria involved in decision-making is widespread, such as
teaching design and teaching interaction. The existing methods for calculating the correlation between PLTSs are based
on the Pearson correlation coefficient [5,11]. The existing weight model has some deficiencies: (ii) a lack of methods to adjust
the weight of decision-makers based on evaluation information; (iii) the subjective weight method requires high consis-
tency, but the methods [23,24,26] have low consistency, a large amount of calculation, and poor applicability; (iv) Methods
[5,11] omit testing the linear relationship between PLTSs, which may lead to deviations in the results. In addition, the Pear-
son correlation coefficient is greatly affected by the outliers.

Distance education is an organic product of the combination of traditional education methods and the internet, whose
evaluation process is complex and whose content is varied; thus, a reasonable MCGDM method is essential. By incorporating
three aggregation tools, MULTIMOORA is considered a powerful method since it satisfies the six robustness conditions
[19,40]. Therefore, the MULTIMOORA method is widely combined with other methods and applied in practice [42-45]. To
address the results of the three aggregation tools, many types of integration theories have been proposed. Dominance theory
[37] does have some theoretical support, such as from the factors of dominance, transitivity, and equality [38]. However, it
also has some weaknesses, for example, not considering the utility value of the alternatives. Furthermore, integration theory
includes Borda theory [30], improved Borda theory [5], Euclidean distance [29], the compromise measure [28], and the arith-
metic and geometric mean [36]. Traditional MULTIMOORA, existing aggregation tools and integration theory have some defi-
ciencies: (v) The reference point method, one of the three aggregation tools, is the max tool, which is based on partial
evaluative information, which results in information loss. Also, if there are outliers in the evaluation information then the
results cannot be trusted. Therefore, the reference point method needs to be improved; (vi) There are few existing strategies
that address the importance of aggregation tools in the existing integration theories, and combining the ranking values and
ranking results can exaggerate the advantages and disadvantages of alternatives; (vii) In the traditional MULTIMOORA
method and the current distance education quality evaluation, the influence of decision-makers’ psychological expectations
on decision-making results is not considered.

In light of the above research analysis, the existing information forms selected for distance education quality evaluation
cannot function properly in a complex decision-making environment, and there are certain deficiencies in the related the-
ories of MGPLTS. To reasonably judge the reliability of the evaluation information, reflect the correlation between the crite-
ria, consider the influence of the decision-makers’ psychological expectations on the decision, and output a reasonable and
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effective decision result, this paper uses a combination of different methods and then proposes an MCGDM method. The
main contributions of this paper are summarized as follows:

(1) Propose the dispersion degree and concentration degree of MGPLTS. As a means to rate credibility, these degrees can
be used to express the dispersion of evaluation information in distance education quality evaluations, such as
MGPLTSs, and can address research deficiency (i).

(2) Construct decision-maker weight and criterion weight models. The decision-maker weight adjustment model based
on the dispersion and concentration degrees is established, which can address research deficiency (ii); Construct
MGPL-SWARA method to obtain criteria subjective weight; introduce Spearman correlation coefficient to calculate
correlation value and combine it with CRITIC to obtain criteria objective weight, which addresses deficiencies (iii)
and (iv).

(3) Propose the MGPL-DT-MULTIMOORA method. Combining disappointment theory with the MULTIMOORA method to
consider the impact of decision-makers’ expected emotions on decision-making results can compensate for deficiency
(v). The reference point method in the traditional MULTIMOORA is improved to avoid information loss and address
deficiency (vi). Then, a new integration theory is proposed, which effectively considers the importance of each aggre-
gation tool and the deviation and consistency of calculation results, which can compensate for deficiency (vii).

(4) The proposed MGPL-DT-MULTIMOORA method is applied to the distance education quality evaluation and compared
with other existing methods to verify the practicability and superiority of the proposed method.

The remainder of this paper is organized as follows: Section 2 reviews the concepts of PLTS and MGPLTS and defines the
dispersion and concentration degrees of MGPLTSs. Section 3 constructs an MCGDM method for distance education quality
evaluation, including some weight determination methods, improved ranking methods and integration theory, and details
the specific steps to be taken. Section 4 illustrates the practicality and superiority of the proposed method by applying it
to the distance education quality evaluation case and comparing it with other methods and gives some suggestions accord-
ing to the case results. Section 5 summarizes the advantages of the proposed method and the research directions that can be
further explored in the future.

2. Preliminaries

This section reviews the basic concepts of PLTS and MGPLTS and proposes the dispersion degree and the concentration
degree to measure the credibility of MGPLTSs.

2.1. Multi-granularity probabilistic linguistic term sets

The LTS [1], also named the linguistic evaluation scale, contains an odd number of linguistic terms. There are two forms of
LTS: subscript-asymmetric LTS S; = {¢,Ja =0,...,2g,g € N*} [1] and subscript-symmetric LTS S, = {fy|o = —g, ...,
0,...,8,8 € N*}[2], where 2g + 1 is the granularity of the LTS. In practical applications, if the value of g is too large, then
the meaning of two adjacent linguistic terms will be too close to be distinguished, so the value of g is usually no more
than 4.

MGLTSs are a combination of LTSs with different granularity levels, i.e., S/ = {¢"9|x = —g,,...,0,..., g }(t = 1,2...,T), S}V

represents the t-th LTS, n(t) is the granularity ofS/”, andn(t) = 2g, + 1. For MGLTSs, the equivalent translation functions pro-
posed by Gou and Xu [4] can realize the equivalent transformation between linguistic terms and values.

Definition 1 ([4].). Assuming that$S = {/y|a = —g,...,0,...,g,g € N*} is an LTS, the linguistic terms ¢, can be transformed into
equivalent information to the membership degree g by the ¢ function:

¢ [é*gfg] = [0,1], @(4) :%<g+1> =p (1)

Similarly, the membership degree f can also be transformed into equivalent information linguistic terms ¢, through the
¢! function:

@ 0,1 = [tg,bg], @ (7) = Lip1g = La 2)

A single linguistic term cannot usually accurately express the hesitancy and uncertainty of decision-makers. Therefore,
Pang et al. 3] proposed PLTS, which contains information on importance, frequency, or probability about multiple linguistic
terms.

Definition 2 ([3].). Assuming that S = {¢,|o = —g,...,0,...,g,g € N"} is an LTS, a PLTS is defined as.
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L(p) = {fk(Pk)

K
Ekesvpk >O5k1~,27-~'7K7zpk<1} (3)
k=1
where /4 (p,) represents the k-th linguistic term and its corresponding probability value p,, K represents the number of lin-
guistic terms in PLTS and ¢4 (k = 1,2,...,K) in L(p) are arranged in ascending order of subscripts of linguistic terms.

In some situations, the sum of the probability values in a PLTS is less than 1. Therefore, the corresponding probability
values of the linguistic terms need to be normalized.

Definition 3 ([3].). Assuming that L(p) is a PLTS with Zlepk < 1, the normalized PLTS is:

B ~ K
L(p):{ek<pk) k:1a27K7zpk:l} (4)
k=1

where p, = /S kP k=1,2,..., K.
To compare different PLTSs, scholars have studied the score function [3,5,6].

Definition 4 ([3].). Assuming that i(p) = {4 (p)lk =1,2,...,K} is a PLTS, the score function value of i(p) is E(i(p)) =4y,
where =YX c(b)pe/SX ,pe and c(4) represents the subscript of ¢. The deviation degree of L(p)

isoL(p) = /3K s (pulette) ) /S

On the basis of this score function, Wu et al. [5] proposed an expected value function for PLTSs.

Definition 5 (/5].). Assuming that L(p) = {¢x(py)|k = 1,2, ...,K} is a PLTS, the expected value is:

_ S0t x pi)
le::lpk

Due to the low distinguishing ability of the score function [3 5], Lin et al. [6] proposed a new score function.

Z(L(p))

Definition 6 ([6].). Assuming that i(p) = {l(p)lk=1,2,...K} is a PLTS onS = {¢,|o. = —g,...,0,...,g,g € N*}, the deviation
degree of I:(p) is:

K —
dd(L(p)) =~ ;3,<1og2(1 ,W) .
k=1

then the ScoreC-PLTS is:
S(L(P)) = lyx(1-ddiwpy) @

where 77 = Y75 6(4)Pe/> k1 Die

Definition 7 (/26].). Assuming that S/”(t = 1,2..., T) are MGLTSS: Ly, (p) = {z‘,ﬁm-“«’(pk) 807 e SOk =1,2, .., Ku 5,7 = 1,2, }
is the y-th PLTS with n(t) granularity level based on S}, then L (P) = Ly, (P) U Lagty) 5, (P) U Luces) 5, (P) U - - - is an MGPLTS.

Remark 1. If all linguistic terms in L; (p) are at the same granularity level, then L, (p) remains a PLTS. InL, (p), the probabilities
of linguistic terms with the same subscript at the same granularity levels are added together, and L, (p) is normalized accord-
ing to Definition 3. Linguistic terms in L;(p) are arranged in ascending order of the equivalent information in Eq. (1). If the
equivalent information for linguistic terms belonging to different granularity levels is the same, the one with the larger gran-
ularity is ranked behind.

2.2. The dispersion degree and concentration degree of MGPLTSs

Before further processing the evaluation, if there are multiple linguistic terms in the MGPLTS provided by the decision-
maker, the credibility of the evaluation information needs to be considered. Obviously, scattered information means that
decision-makers cannot accurately make judgments. Therefore, inspired by the deviation degree [G] and entropy formulas
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[7], we propose the dispersion and concentration degrees based on the expected score function [5] to measure the credibility
and hesitancy of MGPLTSs.

Definition 8. Assuming that SO — {Kz(r)‘oc =—g,...,0, ...,gt}(t =1,2..,T) is an MGLTS and
L(p) = {ZZ“) (f)z<t)>|k = 1,2,...,Kt}(t =1,2..,T) are T MGPLTSs on S/”'(t = 1,2...,T), where S!" represents the t-th LTS

and n(t) is the granularity ofS?([), then, based on Definition 7, Ly 1 (p) = 1:1 p)ULy(p)u---u Zf(p) is an MGPLTS, and I:m (p) is

> (&)

Property 1. Assuming that im (p) is a normalized MGPLTS, the dispersion degree of it+1(p) satisﬁes.f(im(p)) €10,1/2].

a normalized MGPLTS based on Remark 1. The dispersion degree of im (p) is:

1 Kttt ke Ki+- + Kr

f(La®) =— > pi¥sin (g‘w(fﬁ“))— > A xe(q")

k=1

N
=~
L

Definition 9. Assuming that im (p) is a normalized MGPLTS. Then, the concentration degree of im (p) is:
c(Len(®)) = 1=f(Lea(p) ©)

where ¢(L.1(p)) € [1/2,1].

Example 1. Given three PLTSs with different granularity levels, L; = {¢3,(0.7),43(0.3)} L, ={£(0.7),¢;(0.3)},
L3 = {£°,(0.2),£3(0.8)}, their dispersion degrees are f(L;) = 0.2264, f(L,) = 0.1158, f(L3) = 0.0443 and their concentration
degrees are c(L;) = 0.7736,c(L,) = 0.8842, c(L;) = 0.9557.

3. The proposed MGPL-DT-MULTIMOORA method for distance education quality evaluation

This section proposes a complete MCGDM method for distance education quality evaluation. It first introduces the various
stages of distance education quality evaluation and then introduces the detailed process of the MCGDM method in detail,
including the decision-maker weight adjustment model. The criterion weight is obtained by combining the results of SWARA
and CRITIC based on the correlation coefficient by the combination weights method. Then, disappointment theory is com-
bined with MULTIMOORA. The max tool is further improved, and a new integration theory is proposed.

3.1. Decision-making solution framework for distance education quality evaluation

This section constructs an MCGDM framework to solve the problem of distance education quality evaluation, which is
divided into four stages.

Stage 1: Preparation

In this stage, teachers, technicians and related experts are invited to participate in the distance education quality evalu-
ation. The initial weight of each decision-maker is determined, and the evaluation information provided by each decision-
maker is collected and standardized. This stage provides the basis and data support of the decision-making method.

Stage 2: Design decision-maker weight adjustment method

In this stage, the degree of dispersion of evaluation information is measured according to the dispersion degree and con-
centration degree to determine its credibility. If the credibility is relatively low, the adjusted decision-maker weight is lower
than the original weight.

Stage 3: Construct the calculation model of criterion weight

The purpose of this stage is to calculate the criteria subjective weight more reasonably and establish the MGPL-SWARA
method; the correlation between the criteria is obtained through the Spearman correlation coefficient, and the criteria objec-
tive weight is obtained by combining with the CRITIC method; Through the combination weight method based on game the-
ory, the subjective and objective weights are effectively combined.

Stage 4: Construct an improved MULTIMOORA method based on disappointment theory

This stage introduces the MGPL-DT-MULTIMOORA method considering the disappointment of decision-makers. The pur-
pose of this stage is to obtain ranking results through reasonable and effective MCGDM methods.
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3.2. Description of the multi-granularity probabilistic linguistic MCGDM problem

Suppose that there are m distance education institutions X = { x,|ju =1,2,...,m} ,ncriteriaA={ a,|Jv=1,2,..,n} ,and ©
decision-makers D = {d;|i = 1,2, ..., t}. The decision-makers weights are W = (w;,w,,..,w,)", with0 < w; < 1,(i=1,2,...,7),
>°riw; = 1. The criteria subjective weight is 2 = (41, ..., 2y, ..., n)T, criteria objective weight is 6 = (61, ..., 6,,...,6,)", and com-
bination weight is @ = (@, ..., 0, ..., w,)". U; = [L?fff,(p)],(i =1,2,..,7) is the evaluation information matrix of the i-th

decision-maker, where L") (p) = {¢;) (p}”)|k = 1,2,...,K} is a PLTS.

Luv
3.3. Decision-maker weight adjustment method based on the dispersion degree

In the distance education quality evaluation, the preassigned decision-maker weight may be biased. By using the disper-
sion degree and concentration degree, the credibility of the evaluation information given by the decision-maker can be
judged. If the concentration degree is larger, it means that the decision-maker is more confident in grasping, judging and
understanding the current problem. Therefore, the preassigned decision-maker weight should be further tweaked in accor-
dance with the dispersion degree, concentration degree, and score function of the MGPLTS.

Step 1. Calculate the score Z;,, and dispersion degree f;,, of each L;_',’f(y” (p) by Egs. (5) and (8), respectively.
Step 2. Average the score of each alternative under each criterion:

— L Ziuu
Zuw= - (10)
i=1

Step 3. Calculate the average dispersion degree of the evaluation information matrix U;:

- _ Z?/z] er:lzlfi,uv

fi = Ze )

Obviously, the smaller the average dispersion degree f,- is, the higher the credibility of the evaluation information is.

Step 4. Compute the score function deviation Z;,,, the score function matrix deviation TZ;, the total score function devi-
ation TZ, and the score function matrix deviation ratio DTZ;:

Zi,uy = ‘Zi,uv *éuv 7(u = 1727 e, MU = 1727 7n7i: 1727 71'-) (12)
n_oom
TZi = Zi.uv- (13)
v=1 u=1
T
Z=Y 1Z. (14)
i=1
1Z;
DIZi = (15)

Evidently, the lower the score function matrix deviation ratio DTZ; is, the more reliable the evaluation information of the
decision-maker is.
Step 5. Compute the adjusted weight w; of decision-makers:

oo - D12)(1 —f,-)wi
(- D1Z) (1 f;)wi

Wi

(16)

3.4. Criteria weight model

3.4.1. Subjective weights MGPL-SWARA method

Decision-makers in different professional fields have different perceptions of the importance of teaching, interaction,
technology and other distance education quality evaluation criteria. The subjective weighting method fully considers a
decision-maker’s experience, professional knowledge and grasp of the particular problem. The SWARA method [8] is widely
used, which is less complicated and more straightforward than AHP and BWM [9]. Moreover, the SWARA method can deter-
mine the priority process according to the current policies and decision-making environment.

Since MGPLTSs are constructed with linguistic terms, the classic SWARA method cannot be applied, so the MGPL-SWARA
method is constructed.
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Step 1: Each decision-maker gives a vector Y; = (¥}, ..., ¥\,...,¥}), (i = 1,2, ..., 7) for the importance of the criteria, where y,
is the PLTS given by the i-th decision-maker regarding the importance of criteria a,.

Step 2: Calculate the score Zi, and concentration degree ci, of each y!, by Egs. (5) and (9).
Step 3: Calculate the mean of the criteria scores Z = (Z4,...,Z,, ...,Zn) by:

Z, LWiC, Zl
Zl:l W1

Step 4: Sort in descending order according to the mean of criteria scoresZ,, and obtain a new vector Z= (217 ...,2,-, s Zn)s

Zy=

where Z; > Z;.4, and the coefficient F; is computed as:
zi j=1
F={ 2 1 (18)
Zj +1 ] >1

Step 5: The recomputed weight r, is obtained as follows:

1 j=1
= g1 (19)
Step 6: The relative weights J; of the criteria are determined as follows:
Ui
E;:lrj

where 1 = (41,..., 4,..., 4n) represents the criteria subjective weights.

Jj =

3.4.2. Objective weights MGPL-CRITIC method based on the Spearman correlation coefficient

In the distance education quality evaluation problem, the criteria cannot be completely independent, such as teaching
interaction, faculty support and learner support. The CRITIC method proposed by Diakoulaki et al. [10] can solve this problem
by calculating the correlation coefficient between the criteria. In the PLTS method, the currently available correlation coef-
ficients are based on Pearson correlation coefficients [11,5]. However, before calculating these correlation coefficients, the
linear relationship between PLTSs is not verified, which may lead to deviation in the results. In addition, the Pearson corre-
lation coefficient is sensitive to outliers, which is not conducive to subsequent calculation. Compared with the Pearson cor-
relation coefficient, the Spearman correlation coefficient is more suitable for obtaining the correlation coefficient of MGPLTS
and PLTS. Therefore, the MGPL-CRITIC method is constructed according to the Spearman correlation coefficient to obtain the
criterion objective weight.

Definition 12. Assume that H; = (L} (p), ..., L} (p)) and H, = (L3 (p), ..., L% (p)) are two MGPLTSs vectors. Compute the score of
each MGPLTS by Eq. (5), then record the ranking of the MGPLTS score by vectors M; = (M(L](p)),.... M(L},(p)))
andM; = (M(L3(p)), ..., M(L%(p))). Then, the correlation coefficient between H; and H; is:

60, (M(Liw) -M(2w))”

m3 —m

pr=1- (21)

where p € [-1,1].

Assuming that U = [L,,(p)],(u=1,2,...,m;v =1,2,...,n) is an MGPLTS matrix, then the calculation of the MGPL-CRITIC
method is described in detail.

Step 1: Compute the score Z,, of each MGPLTS by Eq. (5), and record the ranking by vectors
M111 = (M(L101 (p)) '“7M(Lm1/1 (p)))7 (yl = ]¢23 '“7n)'

Step 2: Construct the correlation coefficient matrix N = [p,/1 VJ o by Eq. (21).

Step 3: Obtain the standard deviation of the criteria:

m 2
R,,IN _1Z(Lu,, D= Z(Lp)) ) (22)

u=1

Step 4: Calculate the criteria objective weights:

vazzz = 1(1 - pvlvz)
ZZ/]:] (va 222:1 (] =Py, :;2))

(23)

vy —

165

108



P. Liu, X. Wang, F. Teng et al. Information Sciences 605 (2022) 159-181
n
where0 < 0,, <1, and}>;, 0, =1.

3.4.3. Combination weight method based on the game theory method

Subjective weights and objective weights both have their advantages and limitations. Subjective weights are subjective
and arbitrary and may contain subjective biases of the decision-makers; objective weights cannot fully reflect the signifi-
cance of the criteria in a particular problem. Therefore, combination weights play an important role. However, the multi-
plicative model may lead to a multiplicative effect, overestimating large weights and underestimating small weights [46].
Although the additive model does not have this problem, it is still insufficient in effectively determining the weighting coef-
ficient. Chen regards subjective and objective weights as two participants in a game, and the combination weight is the result
of this “weight” game [48]. Therefore, Chen [47] proposed a combination weight method according to the idea of game the-
ory. The combination weight method based on game theory seeks the consistency or compromise between different weights,
that is, minimizing the deviation between possible weights and each weight to make the combination weight more reason-
able. Then, we can establish the target model [12]:

min || e;Y1 +e;Y2 =Yg [ (eg > 0,9 =1,2) (24)

where Y is the subjective weight vector, Y, is the objective weight vector and e, Y; + e, Y, represents a linear combination of
Y] ande.

According to the differentiation property of the matrix, the first derivative condition that satisfies optimality can be
expressed as:

2
D e Y[ =Y,Yi(q=1,2) (25)
=
And the corresponding linear equation is:
Y.YD v,YD|e Y, Y!
1 .]r 1 ? { 1:| _ 1 ; (26)
Y2Y1 Y2Y2 () Y2Y2

Solving Eq. (26) may result in negative numbers, and the values of e; and e, should be normalized:

|§\ (27)

eif+fes]

e§:|

Finally, we can derive the combination weights:

w=eY| +eYs = (W, 0,...00)" (28)

3.5. The MGPL-DT-MULTIMOORA method

3.5.1. The disappointment theory

Disappointment theory is the results of Bell’s further study of the influence of risk aversion factors on decision-making
after he proposed regret theory [13]. Disappointment is a psychological response to results that are not in line with expec-
tations. The greater the gap, the greater the disappointment. Carver and Scheier [14] believe that disappointment represents
the relationship between the actual progress toward achieving goals and the expected rate. The feeling of powerlessness
caused by disappointment causes people to think that no decision would lead to a different outcome, leading to inertia
and risk aversion, which ultimately causes them to terminate the action or abandon the current goal [15].

The disappointment-elation function describes the idea of disappointment theory in more detail. Assume that x is an
alternative, the evaluation information for x is y, R is the reference point associated withx, and T(Ay) is the
disappointment-elation value. The disappointment-elation function is [16]:

T(Ay)=1-6Y =1-¢F (29)

where Ay represents the deviation of consequences between y andR, 0 < § < 1 represents the disappointment aversion
parameter, and the higher the § value, and the higher the disappointment aversion degree of the decision-maker. Different
disappointment aversion parameter ¢ has different effects on the result of the disappointment-elation function, as illustrated
in Fig. 1.

3.5.2. The MGPL-DT-MULTIMOORA method based on combination weight and IDC method

The MULTIMOORA method was improved by Brauers and Zavadskas [17] by adding the full multiplicative form (FMF)
method on the basis of MOORA (including the ratio system (RS) method and the reference point method (RP)) [18]. However,
the traditional MULTIMOORA method does not consider the expectations of decision-makers. In fact, disappointment can
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T(Ay) 4

w
Ny
W

v

Ay

Fig. 1. The disappointment-elation function T(Ay).

lead to avoidance behavior by decision-makers, which adversely affects decision-making. Therefore, we combine disappoint-
ment theory with the MULTIMOORA method.

The reference point method in MULTIMOORA only considers the closeness of partial evaluation information to the opti-
mal value. Although traditional reference point methods, such as the TOPSIS method, consider the closeness to the optimal
value and to the worst value, the ranking result is inaccurate if these extreme values (the optimal value and the worst value)
are not given or cannot be calculated correctly. To address this case, this paper proposes an improved reference point method
in MULTIMOORA based on the EDAS method.

According to Egs. (1) and (9), the MGPLTS standardization in the i-th matrix can be transformed into the disappointment-
elation value:

K t
T, =Y (1 — ool ’)*R) x ppo (30)
k=1

The weighted result of the decision-makers is:

T .

DTy, =Y wi,, (31)
i-1

Then, the disappointment-elation value is normalized:

Gup = L (32)
UL 2
>, (DTuy)
u=1

(1) The MGPL-DT-ratio system method (MGPL-DT-RS).
The MGPL-DT-ratio system method can be expressed as follows:

L) =Y 0,6y = Y 0,6 (33)
v=1

v=s+1

where s represents the number of beneficial criteria, n — s represents the number of cost criteria, and J,(x,) is the ranking
value of x, in the ratio system method. The first ranking B; = {b1(x1),b1(x2),...,b1(xm)} for the alternatives is determined
in descending order of J; (x,).

(2) The MGPL-DT-extended reference point method (MGPL-DT-ERP).

The average value under each criterion is:
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m
e
AV, = L”; L (34)
First, distinguish between beneficial criteria and cost criteria. Then, determine positive distances and negative distances
according to the distance between the normalized disappointment-elation value and the average value under different cri-
teria. Then, obtain the sum of the positive distances from the average (SP) and the sum of negative distances from the aver-
age (SN) by Egs. (35) and (36), respectively:

S n
SP, = @,max (0, (Guy —AV,)) + Y @, max (0, (AV, — Gy,)) (35)
v=1 v=s+1
S n
SNy = > @, min (0, (Gyy —AV,)) + > @, min (0, (AV, — Gyu,)) (36)
v=1 v=s+1

Normalize the values of SP and SN:

SP,
NSP, = max (SPy) (37)
SN,
NSN, = min (SNy) (38)
The comprehensive value J,(x,) of x, in the reference point method for each alternative is:
1
J2 (%) = 5 (NSPy + (1 = NSN,)) (39)
The second ranking B, = {b,(x1),b2(X2), ..., b2(xm)} for the alternatives is determined in descending order of J, (x,).
(3) The MGPL-DT-full multiplicative form method (MGPL-DT-FMF).
The full multiplicative form method can be expressed as:
0=
J3(%u) = (40)

Y H?}ZS#»] (1 - (1 - %)“)y)

where J5(x,) is the ranking value of x, in the full multiplicative form method. The third ranking B; = {b3(x1), bs(x2), ..., b3(xm)}
for the alternatives is determined in descending order of J5(x,).

(4) Final ranking result determination method.

The above three methods yield three ranking results and three ranking values. According to dominance theory [20], the
traditional MULTIMOORA method can obtain the final ranking.

Wau et al. [5] pointed out that dominance theory does not consider the ranking value of each alternative for each method,
and the operation is complicated, so they proposed an improved Borda rule method. However, Liu and Li [19] pointed out
that it is unreasonable for the improved Borda rule method to take only the ranking result to be the weight of the ranking
values. In addition, the importance of these three methods should also be considered. Therefore, the final ranking should
comprehensively take into account the importance of the method, the deviation degree of the ranking value, and the con-
sistency of the ranking results. The IDC (importance, deviation, consistency) final ranking steps are described below.

Step 1. Ranking value standardization.

Joa) = —LX) 1930212, m) (41)
”112::1 U (x))?

Step 2. Determine the importance of the method.

Decision-makers use MGPLTSs to provide evaluation information according to the importance of each method and obtain
T vectors C, = (L (p), L3 (p), L} (p)). Multiply the probability value in each vector by the corresponding decision-maker weight,
and finally integrate the t vectors into one vector C = (L(p),L2(p),L3(p)). Then, calculate the score value vector
(Z(Li(p)),Z(L(p)), Z(Ls (p))) by Eq. (5). Inspired by the BWM [9], the importance (I}, I, I3) of the three methods was obtained
by constructing the following model:
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min &

S.t.

L+L+05=1
I} >01I,>0]1;>0

Then, we obtain the importance results:

- Z(L(p)) o
b= 7L )+ 2 ) 2 * T ) (43)

Step 3. Determine the deviation degree of the ranking value.
According to the above three methods, the ranking value matrix is:

1(%2)  Jh(x2)  J3(%2) (44)

J1m)  Jo2(Xm) J5(Xm)

Inspired by maximizing the optimal deviation model [19], the deviation degree model is as follows:

PRI 1o () = (%)

o
\/ Joc(xul)f.]a(xuz)
Step 4. Determine the consistency of the ranking results.
According to the above three methods, the ranking result matrix can be obtained as:

bi(x1) ba(x1) bs(x1)
bi(x2) ba(x2) bs(x2)

i(v=1,2,3) (45)

RMW
NE!
NIE

Il
—_

uq upy=1

bi(Xm) b2(xm) b3(xm)
Compute the average ranking of each alternative:

~ bi(x) + ba(xy) + b3(xy)
o 3

Calculate the inconsistency degree of each method:

Ab(x,)

IC,=m—-1- f: by (Xu) — Ab(%y)] @)
u=1

The consistency degree model is as follows:
13 _ ICaz
* = 3
>alCy
Thus, we can obtain the final ranking value:

(=1,2,3)

Jow) =1 x Jy ) x (B+B) + 1 x Jox) < (B+1) +15 x Js(0) x (15+8) (50)

The final ranking result for the alternatives is determined in descending order of J(x,).

3.6. The specific decision procedures for the MGPL-DT-MULTIMOORA method

The specific steps are described below. The corresponding relationship between the MGPL-DT-MULTIMOORA method and
the various stages of the distance education quality evaluation decision-making framework is shown in Fig. 2.

Step 1: Collect evaluation information U; = [L?L?,(p)}(i =1,2,..,7) given by decision-makers and normalize MGPLTSs
according to Eq. (5).
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Fig. 2. The whole framework created MCGDM method.

Step 2: Compute the dispersion and concentration degrees of each evaluation information matrix by Egs. (8) and (9).

Step 3: Based on the dispersion and concentration degrees, the adjusted weight W = (w;, ws,..,w;)" of the decision-
makers is calculated by Egs. (10)-(16).

Step 4: Determine criteria weights.

Step 4.1: Calculate the subjective weights with the MGPL-SWARA method. Compute the criteria weights (11, 42, ..., 2n)
according to Eqgs. (17)-(20).

Step 4.2: Calculate the objective weights with the MGPL-CRITIC method. Compute the criteria weights (01,02, ...,0p)
according to Egs. (21)-(23).

170

113



P. Liu, X. Wang, F. Teng et al. Information Sciences 605 (2022) 159-181

Step 4.3: Determine the combination weights with the combination weights method. Compute the criteria weights
(w1, W3, ..., y,) according to Egs. (30)-(32).

Step 5: Determine the ranking result with the MGPL-DT-MULTIMOORA method.

Step 5.1: Calculate the normalized disappointment elation value according to Eqgs. (30)-(32).

Step 5.2: Obtain the ranking value J,(x,) and ranking result B; = {b;(x1),b1(x2),...,b1(xm)} of x,(u=1,2,...,m) in the
MGPL-DT-ratio system method by Eq. (33).

Step 5.3: Obtain the ranking value J,(x,) and ranking result B; = {b2(X1),b2(x2),...,b2(Xm)} of x,(u =1,2,....,m) in the
MGPL-DT-extended reference point method by Eqgs. (34)-(39).

Step 5.4: Derive the ranking value J;(x,) and ranking result B; = {b3(x1),bs(X2),...,b3(xm)} of x,(u=1,2,..,m) in the
MGPL-DT-full multiplicative form method by Eq. (40).

Step 5.5: Obtain the final ranking value J(x,) and final ranking result B = {b(x),b(x2), ..., b(xm)} of x,(u = 1,2, ...,m) with
the IDC method based on Egs. (41)-(50).

4. A case study

In this section, a distance education quality evaluation case is addressed by the MGPL-DT-MULTIMOORA method, and the
influence of the parameters in the disappointment-elation function on the decision result is analyzed. Finally, the effective-
ness of the proposed method is illustrated by comparing it with other methods.

Distance education is a new method of education and plays an important role in modern education systems. Regarding
the characteristics of distance education, there are significant differences between distance education and traditional edu-
cation. The evaluation criteria of traditional education are not suitable for the evaluation of distance education quality. Under
the new developing environment, distance education quality evaluation has added new criteria, and many new problems
have followed. Evaluation criteria are the basis of distance education quality evaluation. In view of the new problems, tar-
geted evaluation criteria should be formulated to provide a basis for distance education quality evaluation. This paper con-
siders 8 distance education criteria frameworks in Table 1: Quality Scorecard (QS, from the Online Learning Consortium of
USA), Excellence (from the European Association of Distance Teaching Universities), Quality Assurance Framework (QAF,
from the Asian Association of Open University), Cyber Universities Criteria (CUC, from the Ministry of Education, Science
and Technology of South Korea), CELTS-22 (the Ministry of Education of China), [22,23,25].

4.1. Application of the proposed MCGDM method to a distance education quality evaluation

Case. The development of distance education in China has gone through three generations: The first generation was cor-
respondence education; The second generation was radio and television education; In the 1990s, with the development of
information and network technology, the third generation of modern distance education based on information and network
technology came into being. Especially under the influence of COVID-19, distance education has played a great role in edu-
cation. At present, there are three institutions in China using modern distance education public service systems. In this case,
we evaluate these three institutions and one other, smaller institution. The potential distance education institutions (X = {x;,
Xo, X3, X4}) and brief information are as follows:

e x;: Founded in 2001, it has established more than 1,800 learning centers and more than 400 training centers to provide
education services for 400 majors in 8 categories.

e Xx,: Founded in 2005, it covers more than 30 cities and has established more than 40 service centers to provide teaching
and examination services for 20 colleges and universities.

e x3: Founded in 2007, it has cooperated with more than 10 colleges and universities, and its business covers network
higher education, adult education informatization and other fields.

Table 1
Criteria framework of distance education quality evaluation.

Framework Criteria

Qs System, Technology, Course and teaching design, Course structure, Teaching and learning; Teacher support, Learner support, Evaluation
and review

Excellence  Strategic management, Professional design, Course design, Course delivery, Faculty support, Learner support

QAF Policy and planning; Internal management, Learners and their characteristics, Facilities, Media and learning resources, Student
assessment, Research and social services, Human resources, Student support, Professional design and course system, Course design

Ccuc Teaching planning, governance and management, Teaching design, Course delivery and development, Teachers and administrators,

Infrastructure, Educational results
CELTS-22 Course content, teaching design, interface design, technology, professional design

[22] Teaching quality, Learner support, Teacher support, Reputation/Impact, Quality of research, Organization quality, Sustainability of
institution, Quality of the technological infrastructure
[23] Accurate and easy-to-understand content, Systematic content, Personalized design, Security, Navigation, Interactivity, Application
interface
[25] User interface, Personalization, Interactivity, Security, Complete content, Navigation, Right and understandable content
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e x4: Founded in 2003, it has been entrusted by more than 50 key universities and more than 300 training institutions to
provide educational services to 10 million students.

By summarizing the framework in Table 1, five criteria A = {ay, ay, as, a4, as} are selected in this case, their meanings are
explained in Table 2, and they are all shown to be beneficial.

First, invite three decision-makers: The first decision-maker d, is an expert in distance education, who has been engaged
in the study of traditional education evaluation and distance education quality evaluation for many years; The second
decision-maker d, is a technician, who is proficient in human-computer interaction design, live course transmission, soft-
ware development and other technologies; The third decision-maker d; is a distance education teacher. He was engaged
in traditional offline teaching before switching to the distance education industry and engaged in distance education for
5 years. Their initial weights are W = (0.3,0.3,0.4)". Depending on their preferences, they select three LTSs with different
granularity levels.

S* = {#, = bad, (; = medium, ¢} = good}
S* = {¢®, = very bad, ©°, = bad, £; = medium, £; = good, ¢; = very good}

o #, = extremely bad, ¢, = very bad, ¢, = bad, #°, = slightly bad, £ = medium,
& = slightly good, (5 = good, £ = very good, £ = extremely good
Step 1: Collect the evaluation information U;, U, U3 provided by the decision-makers d,, d, ds, as shown in Tables 3-5
(Appendix 1). Since the sum of the probability values of each PLTS is 1, there is no need for normalization (see Table 6).
Step 2: Obtain dispersion degree (f(U;),f(U,),f(Us)) = (0.1482,0.0852,0.0498) by Egs. (8) and (11), and obtain the con-
centration degree (c(U;),c(U,),c(Us)) = (0.8518,0.9148,0.9502) by Eq. (9).
Step 3: The adjusted weights W = (0.24,0.27,0.49)" of the decision-makers are calculated by Eqs. (10)-(16).

Step 4: Determine the criteria weights.
Step 4.1: Each decision-maker gives an evaluation vector according to the importance of the criteria:

= ({£,(0.2),65(0.8)}, {£5(0.5),£3(0.5)}, {£3(0.8),£3(0.2)}, {£3,(0.2),45(0.8) }, {£3(1)})
= ({£,(0.3),6°,(0.7)}, {£;(0.6),£5(0.4)},{£5(0.3),£3(0.7) }, {*,(0.6),£5(0.4) }, {£3(0.8),£(0.2)})

= ({°5(0.3),£,(0.7)},{£(0.2),£5(0.8)}, {£1(0.3),£5(0.7)}, {¢°,(0.5),£°,(0.5) }, {£5(0.8),£7(0.2)})

Subjective weights (0.0963,0.3967,0.2365,0.1155,0.1550) is obtained by Eqgs. (17)-(20).

Step 4.2: Objective weights (0.1322,0.2519,0.2480,0.1508,0.2171) are obtained by Eqgs. (21)-(23).
Step 4.3: Combination weights (0.1052,0.3608,0.2393,0.1243,0.1704) are obtained by Eqs. (24)-(28).
Step 5: Obtain the ranking result.

Set the parameters in Eq. (30)as R=0.5, § =0.7.

Each decision-maker provides an evaluation vector according to the importance of each method:

= ({£3(0.4),£3(0.6)},{£3(0.6),£5(0.4)}, {£3(0.8),£3(0.2)})
= ({£(0.8),65(0.2)},{(1)},{£(0.6),£3(0.4)})

= ({£(05),5005)}, {£(1)}, {£(05),£(05)})

Table 2
Distance education quality evaluation criteria and illustrations.
Criteria Illustrations References
Strategic Management Strategy and management are management measures at the strategic level of distance QS; Excellence; QAF;
(ay) education institutions, covering policies to maintain a high-quality distance education cuc
environment.
Teaching design and Including professional design goals, course goals and resources required for design and QS; Excellence; QAF;
course development development. The development process should involve subject experts, faculty and CUGC; [22,23,25]
(az) stakeholders.
Teaching interaction Teaching interaction refers to the guarantee of the course communication process. Including  QS; Excellence; QAF;
(as) course transmission, and the interactivity and collaboration of the teaching process involved. CUC; [22,23,25]
Faculty support Faculty support is human resource, teaching support and innovation rewards for faculty, but  QS; Excellence; QAF;
(aq) also support for self-development. CUC; [22]
Learner support Learner support is the support provided to students by distance education institutions to QS; Excellence; QAF;
(as) ensure that learners obtain high-quality education services. CUG; [22,23,25]
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Table 6
Ranking value and ranking result of aggregation tools.
MGPL-DT-RS MGPL-DT-ERP MGPL-DT-FMF
J1(Xu) by (xu) J2(Xu) ba (%u) J3(Xu) bs (xu)
X 0.5092 2 0.9497 2 0.2259 2
X2 —0.2094 3 0.2184 3 0.0853 3
X3 —-0.4502 4 0.0000 4 0.0571 4
X4 0.5548 1 1.0000 1 0.2495 1

IDC results I' = (0.37,0.34,0.29), I* = (0.46,0.31,0.23), P = (1/3,1/3,1/3) is obtained by Eqgs. (42)-(49).
Then, obtain final ranking value of J = (0.4189,0.0051,—-0.1205,0.4526) by Eq. (50), and final ranking result of
X4 > X1 > X2 > X3.

4.2. Sensitivity analysis

In Step 5, we set the parameters in the disappointment-elation function as R = 0.5 and § = 0.7. However, for different
decision-making environments, the disappointment aversion and expectations of decision-makers may also differ, which
may lead the ranking results to vary with the parameters. Thus, it is necessary to perform a sensitivity analysis of parameters
R ands. The corresponding ranking results presented for different R and § are shown in Fig. 3, Fig. 4 and Table 7.

As seen in Fig. 3, Fig. 4 and Table 7 (Appendix 2), for different parameters, the ranking values are not the same, but the
ranking results are unchanged, which means that the ranking of the alternatives is insensitive to the parameters R and ¢ to
changes in parameters A and B.

4.3. Comparison of existing MCGDM methods based on the case

To illustrate the advantages of the proposed MCGDM method compared with the improved PL-VIKOR method [28], PL-
DNMA method [29], PL-GLDS method [30], and PL-MULTIMOORA method [30], the results of the comparison are shown
in Table 8. Each method is composed of a combination of several aggregation tools, and the integration theory of each
method is classified. The results in Table 8 show that the proposed MCGDM method, PL-DNMA method [29], PL-GLDS
method [30], and PL-MULTIMOORA method [30] all presented the same final ranking results, while the PL-VIKOR method
[28] presented a different optimal alternative.

It can be seen from Table 8 that in different methods, the results of the aggregation tool and the final results are not com-
pletely consistent. We show their differences in Fig. 5. It should be noted that the original ranking results of the PLGU, PLIR,
final method [28], UCM, DS,, and PLRP are arranged in ascending order, but in Fig. 5, we change to descending order (take the
reciprocal). Fig. 6 shows the difference in the final results of different methods.

Comparison with aggregation tools and integration theory: The aggregation tools in Table 8 and Table 9 include three
categories, arithmetic tools, max tools and geometry tools, but different methods also have different specific manifestations.

(1) Arithmetic tools. PL-VIKOR’s arithmetic tool is a comparison based on distance [28]; the PL-GLDS method [30] arith-
metic tool is based on the arithmetic weighting of dominance flow; and in the PL-DNMA method [29], PL-
MULTIMOORA method [5] and MGPL-DT-MULTIMOORA method are based on the arithmetic weighting of evaluation
information. The effects of these treatments are similar.

0.6 -
0.5

Ranking values
o
N

0.8 ™o -

——e——— % -
& 0.7 0.2 0.3 04

Fig. 3. Ranking values with different R and .

173

116



P. Liu, X. Wang, F. Teng et al. Information Sciences 605 (2022) 159-181

54
4.
2
—
2 3
2 3 —
2 [
=
: .
€ 1. -,
0. =
09 g
0.8 \\ e g
- T 0.5
] 0.7 0.2 0.3 0.4
R
Fig. 4. Ranking results with different R and 4.
Table 8
The ranking results of the Case obtained by different methods.
Methods Tools Ranking values Ranking results
X1 X2 X3 X4
Improved PL-VIKOR method [28] PLGU —0.5653 0.6161 1.0000 —0.6568 X4 = X1 = X3 = X3
4i=1,0=05 PLIR -0.0117 0.2556 0.3608 0.0269 X1 = X4 = Xp = X3
Final 0.0276 0.7429 1.0000 0.0518 X| = X4 > Xg > X3
PL-DNMA method [29] cCM 0.7826 0.1794 0.0000 0.8284 Xq4 = X1 = Xg = X3
®=05 UcM 0.1294 0.3096 0.3608 0.1331 X1 = X4 > Xa = X3
ICM 0.7531 0.3559 0.2782 0.8418 Xg = X1 = X3 = X3
Final 0.0448 —0.2582 —0.4064 0.1420 Xg = X1 = X3 = X3
PL-GLDS method [30] DS 0.6814 0.0862 0.0052 0.7268 Xg = X1 = X3 = X3
DS, 0.2516 0.6018 0.7013 0.2878 X1 = Xq = Xp = X3
Final 0.1793 -0.1633 —0.2800 0.2331 Xq = X1 > Xp = X3
PL-MULTIMOORA method [5] PLRS 0.6068 0.3602 0.2838 0.6492 X4 = X1 = Xp = X3
PLRP —-0.0264 0.5767 0.8142 0.0606 X1 = X4 = Xa = X3
PLFMF 0.6131 0.3261 0.2554 0.6727 Xg = X1 = X3 = X3
Final 0.3686 —0.0358 -0.2718 0.5166 Xg = X1 > X3 = X3
MGPL-DT-MULTIMOORA method RS 0.5092 —0.2094 —0.4502 0.5548 Xg = X1 = X3 = X3
ERP 0.9497 0.2184 0.0000 1.0000 X4 > X1 - X2 = X3
FMF 0.2259 0.0853 0.0571 0.2495 Xq4 = X1 =Xy = X3
Final 0.4189 0.0051 —0.1205 0.4526 Xa = X1 > Xa = X3

(2) Max tools. All these tools have one thing in common: After processing the original evaluation information, the max-
imum value is selected for comparison. However, the maximum value may be one of the outliers caused by the
decision-maker’s misjudgment or by other reasons, and the ranking result from the outliers cannot reflect the actual
situation of alternatives, or even the opposite of reality.

(3) Geometry tools. The geometry tool in the PL-DNMA method [29] is the traditional geometric weighted aggregation
formula [T;_,a%:, where a,, is the evaluation value and w, is the criteria weight. However, Wu et al. [5] pointed
out that this method is contrary to the purpose of weighting. Therefore, MGPL-DT-MULTIMOORA chooses the
improved aggregation formula [];_,(1 — (1 — ay,)"") that meets the purpose of weighting.

(4) Integration theory of final results. Integration theory in the PL-VIKOR method [28] is a compromise measure in which
the parameter 0 is given subjectively, and only the ranking value of the aggregation tools is considered without the
ranking result. Integration theory in the PL-MULTIMOORA method [5] and PL-GLDS method [30] is Borda theory,
which takes the ranking result as the weight information of the ranking value, but (m — b(x) + 1)/(m(m + 1)/2) means
that the higher the ranking, the higher the weight. In addition, Borda theory does not include the importance of the
aggregation tools. In the PL-DNMA method [29], the integration theory is that the Euclidean distance is improved
based on Borda theory. As a comprehensive integration theory, various aspects are considered, such as the importance
of each aggregation tool in a particular problem, the ranking values and the ranking results of the aggregation tool.
Hence, the IDC method has a broader application range and is more advanced than other integration theories.
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Fig. 5. Aggregation tool results and final results of different methods.

Table 10 shows the comprehensive comparison of these methods in multiple aspects.

x3 x4

-4~ PLFMF Final

Comparison with improved PL-VIKOR method [28]: The final ranking result of this method is different from other
methods for two main reasons. (1) Among the aggregation tools, the PLGU tool is an arithmetic tool, and the PLIR tool is
a max tool. Because PLIR and PLGU differ in the amount of evaluation information they contain (PLIR only contains partial
evaluation information, while PLGU contains complete evaluation information), PLIR’s rankings are different from PLGU’s.
This omission of evaluation information makes the results biased. (2) The final ranking result is the same as PLIR but different
from PLGU, which is related to the choice of integration theory. A reasonable integration theory should be corrected in the
final ranking when the results of the aggregation tools are biased, but the compromise measure does not implement this
correction. In addition, this method has some shortcomings. The distance measure used to compare two PLTSs is compli-
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Fig. 6. Final results of different methods.
Table 9
The characteristics of aggregation tool and integration theory in final ranking.
Methods Aggregation tools Integration theory Characteristics
Parameter [llustration
Improved PL-VIKOR method [28] PLGU Arithmetic 0=0.5 Subjective
PLIR Max 0=05 Subjective
Final Compromise measure Ranking values are added proportionally
PL-DNMA method [29] CCM Arithmetic w=1/3,¢0=0.5, Subjective, Objective
(m—b(x)+1)/m
ucMm Max w=1/3, Subjective, Objective
® =0.5,b(x)/m
ICM Geometry w=1/3,¢ =05, Subjective, Objective
(m—b(x)+1)/m
Final Euclidean distance Ranking results as ranking value, and importance as
weight
PL-GLDS method [30] DSy Arithmetic (m—b(x)+1)/(m(m + 1)/2) Objective
DS, Max b(x)/(m(m+1)/2) Objective
Final Borda theory Ranking results as the weight
PL-MULTIMOORA method [5] PLRS Arithmetic (m—b(x)+1)/(m(m + 1)/2) Objective
PLRP Max b(x)/(m(m+1)/2) Objective
PLFMF Geometry (m—>b(x)+1)/(m(m + 1)/2) Objective
Final Borda theory Ranking results as the weight
MGPL-DT-MULTIMOORA method RS Arithmetic I+ 1% + 1% Subjective, Objective
ERP Arithmetic 1; + 1% + 1% Subjective, Objective
FMF Geometry 1; + 1§ + I§ Subjective, Objective
Final IDC Importance, deviation, consistency as the weight

where b(x) is ranking result of alternative x, and m is the number of alternatives.

cated; the decision-maker weight is not adjusted in accordance with the performance of the decision-maker, and the criteria
weight only includes the subjective weight AHP, which is complex and has low consistency.

Comparison with the PL-DNMA method [29]: (1) There are three types of aggregation tools in this method. Among
them, the UCM tool is a max tool, and its ranking result differs from the final ranking result because of the deviation caused
by information loss. When the difference in the ranking value of the alternatives in the UCM is too large, it will have a neg-
ative impact on the final ranking. (2) In this method, the ICM tool is a geometry tool and uses the traditional geometric
weighted aggregation formula, which may violate the aggregation purpose. (3) The Euclidean distance is an integration the-
ory in which the parameters w and ¢ are given subjectively. The ranking results and ranking values of aggregation tools play
the same role, which exaggerates the advantages and disadvantages of the alternatives. Additionally, in this method, the
decision-makers weight in particular problems is not adjusted; the criteria weight only includes the objective method.

Comparison with the PL-GLDS method [30]: This method contains 2 kinds of aggregation tools. (1) The DS; tool for cal-
culating the dominance flow is an arithmetic tool, similar to the positive flows in the PROMETHEE method [31]. The PRO-
METHEE method also contains negative flows, but DS; does not, which means that the calculation in DS; only contains
partial information. (2) The DS, tool in this method is max tool. Using two aggregation tools used to aggregate information
in this method results in information loss, which is not conducive to calculating accurate final ranking results. (3) The feature
in Borda theory is that the ranking result of aggregation tools is directly used as the weight information of the ranking value.
However, the ranking result and importance are two different concepts, and it is unreasonable to regard the ranking result as
weights.
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Table 10
The characteristics of different methods.
Improved PL- PL- PL-GLDS  PL- MGPL-DT-
VIKOR [28] DNMA [30] MULTIMOORA  MULTIMOORA
[29] (5]
Decision-makers’ weight adjustment model No No No No Yes
The correlation between criteria is considered No No No Yes Yes
Combination weight No No No Yes Yes
Whether the psychological expectations of decision-makers are No No No No Yes
considered
Aggregation tools avoid massive information loss No No No No Yes
Whether integration theory considers the importance, deviation and No No No No Yes

consistency of aggregation tools

Comparison with PL-MULTIMOORA method [5]: (1) The PLRP tool is max tool, and the result is different from the final
result. (2) Similar to the PL-GLDS method [30], the weight information given by the Borda theory is also unreasonable. Addi-
tionally, this method proposes a correlation coefficient based on the Pearson correlation coefficient to calculate the objective
weights of the criteria, but the linear relationship between PLTSs is not tested, which may have led to deviations in the
results. In contrast, the Spearman correlation coefficient used in this paper is more appropriate.

In summary, it can be seen from Table 10 that none of the above four methods include the influence of decision-makers’
psychological expectations on decision-making results. It is critical for a reasonable MCGDM method to avoid using tools
that lead to bias in the decision result, such as the max tool and traditional geometry tool. In the examined case, all max
tools produced the same results, but they differed from the final ranking. In addition to the importance of aggregation tools,
integration theory should incorporate deviation of the ranking results and ranking values of the aggregation tools. Decision-
makers from different professional fields have different levels of mastery of different particular problems. The performance
of the evaluation information reflects that the decision-maker weight is more reasonable than the original weight. The cri-
terion weight should not only consider its importance in the current problem but also consider the correlation between
them. Therefore, the proposed MCGDM method based on disappointment theory not only avoids mistakes in the selection
of aggregation tools and integration theory but also chooses various weight models that are more appropriate for actual
situations.

4.4. Distance education quality evaluation results analysis

Based on the evaluation information and results in Section 4.1, we give some management and development suggestions
from the perspective of various criteria and evaluation methods.

(1) Strategic Management.

Institutions should clarify their mission and positioning, as well as determine their enrollment scale according to their
current situation. When recruiting teachers, institutions should clarify these standards.

(2) Teaching design and course development.
There is a large variation among several institutions in regard to this criterion. Better distance teaching content should
include theoretical courses, case analysis, and explanation of the latest practical process. Among the four institutions, only

X4 is outstanding, while x5 is the most deficient. Furthermore, an increasing number of people in different industries want to
engage in distance education, which requires institutions to establish more diversified professional structures.

(3) Teaching interaction.

Teaching interaction refers to a guarantee of the course transmission process in teaching. It is necessary to ensure that the
whole teaching interaction process can be recorded, evaluated and traced. The interaction should be diversified and timely
and the frequency and quality of interaction should be ensured.

(4) Faculty support.

The four institutions need to improve their implementation of this criterion. As a bridge connecting educational institu-
tions and students, teachers’ work needs the support of institutions. Teacher trainings and seminars should be carried out

regularly to provide new ideas and directions for teaching and to provide a variety of office spaces and equipment.

(5) Learner support.
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Institutions should issue corresponding policies to support students’ learning in multiple dimensions; special organiza-
tions should be set up to supervise and support students, and to give them feedback regularly.

(6) Evaluation methods.

Only reasonable evaluation methods can reflect real situations. In the stage of determining the criteria weight, the weight
method should not only consider the importance of the criteria but also consider the correlation between them. In addition,
the importance of the reasonable ranking method is shown by comparison in Section 4.3.

5. Conclusions

The evaluation of distance education quality promotes the development of distance education institutions, open univer-
sities, and online teaching. This paper proposes a comprehensive MCGDM method based on MGPLTSs to improve distance
education quality evaluation. Aiming at decision-makers from different fields in distance education quality evaluation,
the dispersion and concentration degrees of MGPLTSs are proposed to measure the deviation of evaluation information,
and a model for adjusting decision-maker weights is given. The combination weight model of the criteria subjective weight
MGPL-SWARA method and criteria objective weight MGPL-CRITIC method considers the importance of criteria in specific
problems and the correlation between criteria. The MGPL-DT-MULTIMOORA method considers the impact of psychological
expectations on decision-making, including the extended reference point method in MULTIMOORA, which avoids the loss of
evaluation information, and the IDC method, which effectively combines the results of aggregation tools. Finally, an example
case of distance education quality evaluation shows that the proposed method is reasonable and effective, and the its advan-
tages are improved compared with other methods.

However, there are some limitations in the proposed method: (1) It is unable to deal with incomplete decision-making
information; (2) The method proposed in the paper deals with completely unknown weight information, however, it cannot
deal with situations in which the weight information is only partially unknown. There are still some issues worth studying in
the future. In this paper, the Spearman correlation coefficient is used to determine the correlation of the calculation criteria.
There is, of course, the possibility of further exploring, comparing, and applying other correlation coefficients, such as the
Jaccard similarity coefficient. In future research, the use conditions and information loss of aggregation tools should be stud-
ied, as should the application of IDC methods in different aggregation tools.
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Appendix
Appendix 1
Table 3
Decision matrix U; provided by decision maker d;.
a as ay as
X {/8(1 i {am} {#03).407)} {£102).508)} {@04.406)}
X {z3 (0.3), 63( 07)} {z (0.7),3(0.3) } {13(1)} { (0.5, 43(0. 5)} {53(1)}
X3 {/ga } {/ (0.5),3(0.5) } {ii (0.7),43(0. 3)} { (0.5),63( 05)} {zgmg),@(o‘w}
X {zo(o 8),£3(0.2) } {zg(o 1), 4?(0.9)} {53(1)} {zo (0.7),3(0.3) } {23(0.7),@(0.3)}
Table 4
Decision matrix U, provided by decision maker d,.
a; a; as ay as
X1 {1} {£3(0.2),3(0.8)} {4(0.7),5(0.3)} {63(0.3),43(0.7)} {£(0.5),£3(0.5)}
X2 {63(0.7),63(0.3)} {1} {°1(0.2),43(0.8)} {1} {£°,(0.5),43(0.5)}
X3 {1} {£5,(0.1),6°,(0.9)} {£,(0.3),65(0.7)} {£5,(0.4),63(0.6)} {£,(0.5),63(0.5)}
X4 {£(0.7),5(03)} {4(0.4),5(0.6)} {£5(0.6),3(0.4)} {4(0.8),5(0.2)} {am}
Table 5
Decision matrix U; provided by decision maker ds.
a, a as Ay as
X1 {z?a)} {z?(0.4),53(0.6)} {53(0,7),53(0,3)} {53(0.3),4?(0.7)} {z?(o,sy,zg(o,S)}
X {@a } {&, (05),(?(0‘5)} {@04).506)} {20042, (06)} {&, (03),(3(0‘7)}
X3 {ﬂ 2),43(0. 8)} {1:—"13(02),@2(08)} {e’-L (05)13(0‘5)} {e%z(oswz (02)} {e‘?] (03),43(02)}
X {12 } {l§(0.2)4£§(0,8)} {zg (&4),[?(06)} {z?(m)ﬁ(o,a)} {z? (05)13(0‘4)}
Appendix 2
Table 7

Ranking with different values of parameters R andg.

R ) Ranking values Ranking results
X1 X2 X3 X4

0.2 0.7 0.4262 0.1721 0.0937 0.4695 X4 = X1 = X2 = X3
0.8 0.4260 0.1704 0.0933 0.4705 X4 = X1 - X2 = X3
0.9 0.4258 0.1689 0.0928 0.4713 X4 = X1 = X2 = X3

0.3 0.7 0.4339 0.1456 0.0573 0.4813 X4 = X1 = X2 = X3
0.8 0.4334 0.1445 0.0580 0.4819 X4 = X1 - X2 = X3
0.9 0.4330 0.1436 0.0585 0.4825 X4 = X1 = Xz = X3

0.4 0.7 0.4389 0.0930 —0.0122 0.4867 X4 = X1 = X2 = X3
0.8 0.4384 0.0934 —0.0092 0.4876 Xg = X1 = Xp = X3
0.9 0.4380 0.0937 —0.0066 0.4885 Xg = X1 = X3 = X3

0.5 0.7 0.4189 0.0051 —0.1205 0.4526 X4 - X1 = X2 = X3
0.8 0.4199 0.0068 —-0.1156 0.4558 X4 = X1 = Xp = X3
0.9 0.4208 0.0083 -0.1114 0.4586 Xg = X1 = X3 = X3
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Abstract

Automatic abnormal detection of video homework is an effective method to improve the efficiency of homework marking.
Based on the video homework review of “big data acquisition and processing project of actual combat” and other courses, this
paper found some student upload their videos with poor images, face loss or abnormal video direction. However, it is time-
consuming for teachers to pick out the abnormal video homework manually, which results in prompt feedback to students.
This paper puts forward the AVHADS (Abnormal Video Homework Automatic Detection System). The system uses suffix
and parameter identification, Open CV, and the audio classification model based on MFCC feature to realize the automatic
detection and feedback of abnormal video homework. Experimental results show the AVHADS is feasible and effective.

Keywords Video homework - Open CV - Abnormal detection - Audio classification

1 Introduction become the choice of more teachers. During the COVID-19
epidemic, there was a spatial distance between students and

Today’s rapid updating of knowledge expects a new learn-  teachers, and some teachers chose to learn about students’

ing mode that students shift from focusing on the acqui-  learning status through video homework.

sition of knowledge to skills of social adaptability (Jiang Video homework is a good way which integrated big data

et al. 2016). Ways of evaluating students also shifted from  information acquisition and student autonomy project out-
the single knowledge to students’ ability and comprehensive ~ put (Wang 2019). Here, video homework refers to student’s
quality. Homework is an important way to evaluate students,  record videos of related experiments, operations, presenta-
and traditional homework are generally in the form of text,  tions, or performances according to homework requirements.
sound, pictures, which cannot convey student’s status such In the form of video homework, students are expected to
as movement and expression etc. in a comprehensive way  explain how the experiment or operation process, or express
to teacher. Thus, video homework that combine text, pic-  the assignment theme through speech or performance after
tures and audio to present more complete information has  certain organization and design. Video homework is one of
the operational forms that can promote personalized and pro-
active learning (Zhu 2019). Here is the advantages that other

>4 Haitao Pu form of assessment do not have:
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sion, sight, action in the video. In addition, Professor
Jiang Dayuan pointed out that the purpose of learning
is not to memorize knowledge, but to apply it (Jiang
2020). Video homework is a good way for students to
apply their knowledge when solving problems and teach-
ers can quickly evaluate how students can apply their
knowledge by video homework and detect the problems
of each student. Therefore, video homework is a conduc-
tive way to improving teaching.

Video homework can help students to master knowl-
edge at a higher level. A famous experiment on memory
persistence by the experimental psychologist Treicher
showed that people tend to remember 10% of what they
read, 20% of what they hear, 30% of what they see, 50%
of what they hear and see, 70% of what they say in the
communication (Wang 2011). Students present knowl-
edge in the form of communication through video home-
work. It is a process of knowledge output through which
students can achieve the lasting memory in the process
of application of knowledge. In terms of content, video
homework usually focus on complex problem solving,
solution design, debate and discrimination, etc. It also
contains the concept introduction, case evidence, hierar-
chical analysis, summarizes conclusions, etc. To ensure
the quality of video homework, students will organize
their presentations logically and ponder on the theme
of homework carefully. Students might also evaluate
themselves in the course of a lecture or performance.
While recording of video assignments, students learn
related technologies of video production and cultivate
their ability to use information technology. In a word,
video homework might improve students’ cognition
on memorization, understanding and application, and
might also promote students’ higher-level abilities such
as synthesis, evaluation and innovation, which will real-
ize Bloom’s educational goal system (Xiang 2009) in the
field of cognition.

2 Practical application

Video homework can achieve better learning results than
what traditional homework can (Tu et al. 2017). This paper
adopts the form of video homework in courses of “Actual
practice of Big Data Collection and Processing Project" in
Shandong University of Finance and Economics. The home-
work requires students to record the entire operation process
of python experiment and explain the relevant knowledge
with a purpose of getting to know the level of the students’
knowledge familiarity in the six-level comprehensive edu-
cation objective of Bloom, evaluating the students’ learning
situation and adjusting the later teaching. The homework ask
the students to upload videos need which contain both input
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and output process, successful run results and clear explana-
tion. Students are supposed to show their faces in the videos
instead of only recording audios and PPT.

There are 443 video homework in total, and 89 (nearly
21%) cannot satisfied the homework requirement. The
unqualified videos are compressed files, no faces or unclear
voices. Some cannot be reviewed online due to the direc-
tion of images. Teachers can only manually identify those
problems while marking all the uploaded files, which is time
consuming and hold back the homework correction cycle.
As a result, students cannot receive feedback timely. When
the unqualified homework are return to students, they are
less motivated to resubmit video homework. Therefore, in
order to improve the efficiency of review of video home-
work and save the labor of identifying the unqualified ones,
Abnormal Video Homework Automatic Detection System
(AVHADS) is proposed in this paper, which realizes the pre-
liminary detection of uploaded video homework. Unquali-
fied video homework is automatically sent back to students
with sensible explanations of which students might see it as
a prompt feedback. It might prevent students from academic
pressure caused by long homework correction time.

3 Related work

Many scholars have been contributing research efforts on
automatic homework detection and review. Some scholars
focused on the automatic review of program homework.
Martin et al. (2018) used the argument-based machine learn-
ing (ABML) to finish semiautomatic identification of typical
approaches and the errors in student solutions. They believe
that timely feedback can improve students’ programming
learning efficiency. Zhao et al. (2010) designed the program
for the automatic detection and correction of student pro-
gram work. It can screen the similar procedures and super-
vise and encourage students to finish the homework indepen-
dently. On the review of the graphics homework, Yang et al.
(2014) designed and implemented an automatic grading sys-
tem for civil engineering drawing based on vector graphics
platform ATVGP. Peiying (2001) used VC programming
to realize the automatic correction of engineering drawing
homework based on Web. Li et al. (2019) put forward a
program for automatic recognition and rating of homework
pictures taken by mobile phones, which has achieved good
results. The above research on automatic review of home-
work focuses on images and texts, which cannot solve the
problems of detection and correction of video homework.
Here, we attempt to study and realize the abnormal detection
of video homework.

At present, the research on abnormal detection of video
mainly focus on the video content, such as traffic viola-
tions (Ye et al. 2012), people’s behaviors testing (Lian
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et al. 2002). These researches are quite different from the
abnormal detection of video homework, so they cannot
solve the problem in this paper. The problem of anomaly
detection in this paper mainly includes four aspects: file
type identification, face detection, video direction recogni-
tion and audio detection.

File type identification is relatively simple, it is gen-
erally implemented through methods based on statistical
characteristic (Zheng et al. 2007) and content (McDaniel
et al. 2020). The file types involved in this paper are rela-
tively fixed, so we choose simple suffix name matching
to realize file type identification. There are many studies
on video face detection. Keke et al. (2008) conduct face
detection by using the face detection function in Open
CV. Goyal et al. (2017) conduct an in-depth study of face
detection using open CV, Ma et al. (2018) use the multi-
task cascaded convolutional neural networks to realize
the frontal and the non-frontal face detection, this paper
does not cover the non-frontal face detection, so we chose
Open CV (2016) which is easy to implement face detec-
tion. The detection of video direction is rarely involved in
other problems, and relevant researches are scare. Accord-
ing to the specific problems in this paper, we choose to
use the comparison of specific parameters to realize the
detection of video direction. In this paper, it is difficult to
solve the audio detection problem, and many researchers
have done related researches. Muda et al. (2010) used Mel-
Frequency Cepstral Coefficients (MFCC) to extract sound
feature, and used the Dynamic Time Warping (DTW) to
realize sound recognition. Yu et al. (2006) added Linear
Prediction Cepstrum Coefficient (LPCC) on the basis of
MFCC to describe sound feature, and used the methods
of vectorization and DTW to realize speaker detection.
Ali Technology (2018) makes use of the MFCC charac-
teristics of human voice samples and non-human voices
samples and the Inception-V3 model of CNN to realize the
prediction of voice audio files. Based on MFCC + CNN,
Wei et al. (2018) used random forest to classify audio,
this method improved the accuracy of audio classifica-
tion. Zhang (2019) replace CNN with ResNet to promote
the accuracy of ESC recognition task. And Huang et al.
(2020) used the multi-mode neural network to cluster the
voices of different speakers (teachers and students) in the
course audio, then realized the differentiation of multiple
speakers by text matching. Most of these researches are
aimed at specific kinds of problems; they are temporarily
unable to solve the audio detection problem. The audio of
video homework is different, as it mainly consists of the
voices of other students in the student’s living environ-
ment. Due to the big student’s population and overlapping,
this problem cannot be solved by matching voice print
features. Therefore, we choose to use MFCC to describe
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audio features of video homework and use the trained clas-
sifier to detect the sound clarity of video homework.

4 Abnormal Video Homework Automatic
Detection System (AVHADS)

Based on the above questions and related researches, this
paper puts forward the AVHADS (Abnormal Video Home-
work Automatic Detection System) which can realize
the automatic detection and feedback of abnormal video
homework.

4.1 System framework

The whole system is divided into four modules. The first
module is file type Identification which adopts the file suf-
fix (zip, rar etc.) matching to realize file type identification.
In the module, after uploading the video file, the system
will detect the direction of the video. The system adopts the
comparison of video length and width to determine whether
the video direction is in the normal landscape state. If the
direction of the video is correct, it invokes Open CV face
detection classifier to identify whether there are students in
the video homework. If there is a face in video, the system
will detect whether the audio of the video homework is clear
voice or not. If the homework file passes the detection, it
will be uploaded successfully. When a certain module is not
satisfied, the system outputs a reason of failure to upload
homework. The whole system framework is shown in Fig. 1.

As file type recognition and image direction detection can
be realized by simple parameter comparison, the paper will
not be further discussed in detail.

4.2 Face detection

There have been many studies about face detection. The
Open CV (Open Source Computer Vision Library) (Bradski
2008), which is developed by Intel, is open source library of
visual algorithm and image processing. It is quite mature and
widely used in face detection and recognition. This paper
chooses alt2 classifier (haarcascade_frontalface_alt2. XML)
to realize video work face detection. And it proves that this
classifier performs better in Open CV (Lian 2016). The file
of the classifier contains Haar-like features describing vari-
ous parts of the human body. It realizes the classification
of faces and non-faces through Integral image, AdaBoost
algorithm and cascade classifier.

Haar-like feature is a way of feature representation based
on the differences between black and white pixels in gray
images. It includes three forms: edge feature, linear feature,
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File Type Identification

:

Video Direction Recognition

Input

:
.

Output
Results

Face Detection

Audio Detection

AVHADS

Fig.1 System framework

Fig.2 Haar-like features based
on human eye features

Fig.3 Integral image

and center feature. Viola and Jones (2001, 2004) optimized it
and applied it to face feature extraction. Lienhart and Maydt
(2002) further expanded it and eventually applied it to Open
CV classifier. Figure 2 shows Haar-like features based on
human eye features, it is a kind of edge character, and the
area of the black pixel represents the eye color darker than
the surrounding area.

Integral Image is a fast method proposed by Viola and
Jones (2001) to extract Haar-like features. It is a matrix
representation method that can describe global information
(Huang et al. 2005). It represents each point on the image
as the sum of all pixels in the upper left of the point. Image
feature representation can be realized by adding and sub-
tracting pixel points between different rectangles. As shown
in Fig. 3, point I can be expressed as the pixels sum of A,
B, C, D, the pixel sum of D area may be expressed by the
I, + I, — L,. Integral Image improves the efficiency of Haar-
like feature representation.
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AdaBoost algorithm is a kind of adaptive algorithm,
which seeks the optimal classifier through numerous loop
iteration (Lin 2013). Different facial features represent dif-
ferent classifiers, namely weak classifiers (He and Cheng
2018). Through multiple training iterations, the weak classi-
fier with better classification performance is selected to form
a strong classifier, and the final classifier is formed through
the cascade of strong classifiers.

The main process of Haar classifier is that using the slid-
ing window and Integral Image to achieve rapid traverse of
gray image and Haar-like features calculation. Next through
AdaBoost algorithm based on the Haar-like features to train
face weak classifier and build strong classifier, and then
through multiple strong classifier combined enhancing the
effect of classification. As a result, face classification can be
realized. The process is shown in Fig. 4.

Here we use haar classifier of Open CV to realize face
detection in video homework that has been trained through
the above process. Specific face detection process is that
the video homework is divided into frames of images. After
image gray-processing, the detectMultiScale() function in
the trained alt2 identifies whether there are faces in images.
The process is shown in Fig. 5.

4.3 Audio detection

Noises are inevitable when students record video homework
in the dormitory or classroom. Most of the noises are stu-
dents’ conversation voices and other noises around them.
The existing research on audio classification and detection
focuses on specific audio matching, speaker recognition
and content extraction, which cannot solve the problem of
audio detection of students’ video homework. Therefore, we
need to use the audio data from students’ homework to train
model to realize audio detection (Fig. 6).
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Firstly we select 14 samples out of the 89 unqualified
video homework and set them as noise samples manually.
Then, we choose 42 samples from qualified video homework
and defined them as clear samples. And we select the audio
detection model with higher accuracy through training.

Audio detection is divided into two parts: audio feature
extraction and detection model training.

4.3.1 Audio feature extraction

Audio feature extraction is to identify the noticeable features
in the audio and eliminate the rest of the redundant informa-
tion. Basing on the relevant studies on audio processing and
the need for the sound clarity of students’ video homework,
we select Mel-Frequency Cepstral Coefficients (MFCC)
based on human ear perception characteristics (Chundong
et al 2019) to describe the characteristics of clear audio and
noisy audio. The process is as follows (Li et al. 2017 and
Lingnizhan 2019).

(1) Pretreatment
The audio pretreatment includes pre-emphasis, fram-
ing and windowing.
The purpose of pre-emphasis is to highlight the high
frequency formant. The filter coefficient is set as 0.97
in the pre-emphasis, and the formula is:
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S(n)* = S(n) —oxS(n—1) 1)

The audio is decomposed into shorter frames and pro-
cessed as steady-state signals, and the smooth transition
from frame to frame is realized through the partial overlap
between each frame. Basing on the short-time stabilization
characteristic of the audio of the student video homework,
we frame the signal into 25 ms, set frame shift=10 ms and
N=512. And each frame (S;(rn)) multiplied by the Ham-
ming window (W(n)) to increase the continuity of left and
right ends and reduce the leakage in the frequency domain,
and we set a =0.46. The formula is:

W@ﬂﬁ%l—®—0Xc%(£ﬂ%>n=QLlqu—1
2)

Si(n) = S;(m) x W(n) 3)

(2) FFT
The frequency domain signal Xi (k) of each frame is
obtained by the Discrete Fourier Transform. The for-
mula is:

J2mkn
N

1<k<K

b}

N
Xi(k) = ) X(m)e”

n=1

“
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where i is the number of frames and K is the length of
DFT.
Mel filter bank

The power spectrum E (I, k) is obtained by taking
the square of the result of FFT operation. It was filtered
through a filter to map the linear spectrum to the Mel
nonlinear spectrum based on auditory perception. The
conversion formula is as follows.

The formula for converting from frequency to Mel

3)

scale is:
Mel(f) = 2595 = log;, | 1 + S (5)
700
To go from Mel back to frequency:
Mel(f)
f:700(10T95 - 1) ©)

Then the energy of the power spectrum of each frame in
the MEL filter is calculated:

N-1

SEG,m) = )" E(i, OH,,(k),0 <m <M %
k=0

where i is the frame number, K is the spectral line k in the
frequency domain, H,,(k) is the frequency domain response
of Mel filter, and M is the number of filters. In our experi-
ment, we set M =24.

(4) Discrete Cosine Transform (DCT)

Logarithm of the energy obtained through the filter is
taken decorrelation processing by DCT to obtain the MFCC.

®)

where i is the frame number, M is the “mth” filter, and L
is the parameter order of MFCC. In this experiment, we set
L=12.

Finally, we use the plt function and related parameters to
obtain the MFCC spectrum diagram of audio.

MEFCC feature were extracted with the above process to
describe the audio features of the manually screened sam-
ples. The audio in 56 video homework selected manually
were extracted. Then, first 3.5 s of the audio were inter-
cepted. The integrity features of audio were preserved by
pre-weighting, framing and windowing. After that, filter and
DCT transformation, the MFCC feature of the audio in video
homework was extracted through FFT. The extracted MFCC
feature image will be used as the input of the audio detection
classification model.

an(m — 0.5)

N-1
C(i,n) = SE(,
(i,n) Z (i, m) cos i

m=0

>, O0<n<L
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4.3.2 Model training and evaluating

The distinction between clear and noisy samples is essen-
tially a dichotomy problem, so we can use the classification
algorithm to realize the audio detection of video homework.
Essentially, classification algorithm is to distinguish samples
with different features, and the computer learns features to
distinguish different categories. We choose more classical
KNN, SVM and CNN models to train the manually screened
data sets, and compare the training effect of using common
spectrum features and MFCC features to describe the audio.
Then, we select the training model with higher accuracy and
apply it to the audio detection in the system.

(1) KNN

K Nearset Neighbor Classifier (KNN) was proposed
by Cover and Hart (1967). KNN has been widely used
in many fields because of its simplicity and high clas-
sification accuracy (Zhang et al. 2008). It calculates
the adjacent sample of the predicting samples based
on the distance function, and confirms the category of
the predicting samples according to the category of the
adjacent sample. The category of predicting audio sam-
ples of the video homework is determined by the num-
ber of the category of the nearest K samples. Among k
adjacent samples, the predicting sample is regarded as
a clear sample if there are more clear samples. The pre-
dicting sample is regarded as a noisy sample vice versa.
Figure 7 shows an example of KNN classification when
K=6. The experiment invokes the KNeighborsClassi-
fier() function to realize the training of KNN.
SVM

Cortes et al. (1995) proposed support vector
machines (SVM), it has its unique advantages when
solving small sample, nonlinear and high dimensional
pattern recognition problems (Liu et al. 2003). SVM
searches for the optimal classification surface based on
two types of sample data, which not only enables the
two types of samples to be separated without error, but
maximizes the classification interval between the two
types (Vapnik 1997). The experiment invokes the svm.
SVC () function to realize the training of KNN.

2

Fig. 7 K nearset neighbor classifier
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(3) CNN

With the development of deep learning, CNN has
been widely used in many fields. Based on labeled
sample data, it learns the sample features of different
categories through iterative calculation to achieve clas-
sification. This experiment uses a five-layer convolu-
tional neural networks to realize the classification train-
ing of video homework audio (Fig. 8), which includes
two convolutional layers, two pooling layers and a full
connection layer. The specific parameters of each layer
are as follows:

Input: spectrum diagram of 128%128%*3.

Layerl: convolution layer, convolution kernel size is
(5,5), the number is 64, strides=1;

Layer2: pooling layer with kernel size of (2,2);

Layer3: convolution layer, convolution kernel size is
(5,5), the number is 128, strides=1;

Layer4: pooling layer with kernel size of (2,2);

Layer5: full connection layer with 512 neurons.

We select ReLLU as activation function. The features
of sample spectrum diagram extracted by the convolu-
tion layer are inputted the ReL.U function in the form of
vector to nonlinear transformation. The ReLU function
converges quickly and calculates easily. Problems are
not detected in the gradient disappearance (Kutyniok
2019). Its function formula is:

ReLU(x) = max(0, x) )

Our experiment is actually a binary classification
problem. Therefore, we choose the cross entropy func-
tion as the loss function. It can measure the effect of the
model and is relatively easy to calculate. The prediction
probability of the positive sample is p and the nega-
tive sample is 1-p, and its calculation formula is (Ezail
2019):

1
L= -¥ Z[ [y[ x log (p;) + (1 —y;) xlog (1 —p,-)]
(10
where y; =1 if i sample is positive and y;=0 if i sample
is negative.

At the same time, we choose the Adam optimizer pro-
posed by Kingma and Lei Ba to optimize the experiment,
it has the advantages of high computational efficiency,
simple implementation and small memory occupancy
(Kingma and Ba 2014).

In the audio detection experiment, clear samples and
noisy samples were input into the training model in the
form of sample-label. The average accuracy of model was
taken as the evaluation index to compare the effectiveness
of the model in audio detection after lots of training. The
experimental results are shown in Table 1.
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Table 1 Results

Method The average
accuracy (%)
Spectrum+ KNN 58.33
Spectrum+SVM 73.33
Spectrum+ CNN 71.84
MFCC+KNN 92.38
MFCC+SVM 89.58
MFCC+CNN 81.17

According to Table 1, the average accuracy of
MFCC + KNN reaches 92.38%, which is optimal in
the comparison experiment and can be well applied
to audio classification. Therefore, this system chooses
MFCC + KNN method to realize audio detection of video
homework (Fig. 9).

4.4 System application and evaluation

The final system framework is shown in Fig. 10.

We have tested the system with the collected video home-
work, the accuracy rate of the system reached 84.26%. The
system detected 89 unqualified video homework within
5 min and 42 s, which is much faster than a few hours of
manual screening. In the detection of individual homework,
the system provides prompt feedback to students when they
submit homework. Compared with the method of manual
screening by teachers, this method is much more efficient.

5 Conclusions

Automatic detection of the unqualified video homework is
getting more important as video homework becomes a more
popular. This paper puts forward the AVHADS (Abnormal
Video Homework Automatic Detection System), which is
based on the problem of uploading video homework in “big
data acquisition and processing project of actual combat”
and other courses. Based on MFCC feature and CNN to
realize the automatic detection and feedback of abnormal
video homework, the system uses suffix and parameter iden-
tification, Open CV, and the audio classification model. It
shows that the AVHADS is feasible and effective through
experiments.

In conclusion, AVHADS can realize preliminary detec-
tion of the unqualified video homework, which is much more
time-saving and can sent feedback to students promptly.
Nevertheless, the accuracy of the system can be further
improved through training. In addition, this system is only
the preliminary form detection of students’ video homework,
and it does not review the specific content of homework.
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In the further researches, facial expression analysis, tone
change, voice pause and other features can be combined to
realize automatic review of video homework with artificial
intelligence technology.
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Abstract

Domain knowledge graph has become a research topic in the era of artificial intelligence. Knowledge representation is the
key step to construct domain knowledge graph. There have been quite a few well-established general knowledge graphs.
However, there are still gaps on the domain knowledge graph construction. The research introduces the related concepts of
the knowledge representation and analyzes knowledge representation of knowledge graphs by category, which includes
some classical general knowledge graphs and several typical domain knowledge graphs. The paper also discusses the
development of knowledge representation in accordance with the difference of entities, relationships and properties. It also
presents the unsolved problems and future research trends in the knowledge representation of domain knowledge graph

study.

Keywords Domain knowledge graph - Knowledge representation - Entity - Relationship - Property

1 Introduction

Domain knowledge graph (industry knowledge graph or
vertical knowledge graph) is based on domain-specific
data. Domain knowledge graph is different from general
knowledge graph which contains common sense informa-
tion. Information in a domain knowledge graph is mostly
suitable for a specific industry. It contains more complex
knowledge and structure and plays an important role in
domain information integration. With the in-depth study of
knowledge graph and the progress of artificial intelligence
technology, the construction of domain knowledge graph
has more technical support, and studies of domain knowl-
edge graph have gradually become a heated research topic.

At present, most researches on knowledge graph con-
struction focus on the construction of general knowledge
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graph, and there are still gaps between the research of
domain knowledge graph construction which contains
more complex information and data. Knowledge repre-
sentation, as a first step to knowledge graph construction, is
the foundation of knowledge graph construction. Firstly,
this research introduces knowledge representation of clas-
sical general knowledge graphs and current typical domain
knowledge graphs. Secondly, it discusses the development
of knowledge representation according to the difference in
entities, relationships and properties.

The relevant concepts of knowledge representation are
introduced in the second part. The third part discusses the
knowledge representation of general knowledge graphs in
different categories; the fourth part introduces the knowl-
edge representation of typical domain knowledge graphs.
And some unsolved problems in knowledge representation
research have been presented in the last part.

2 Basic concept
2.1 Concept of knowledge representation
Knowledge representation is a set of rules to describe the

world. It is the symbolization, formalization or modeling of
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the knowledge. Different knowledge representation meth-
ods are different formal knowledge models. In the concept
of knowledge engineering representation, representation is
a computer model describing the natural world, and it
should meet the specific limitations of computers. There-
fore, representation can be understood as a kind of data
structure and a set of operations. It emphasizes the image
form of the information of the natural world in a certain
type of data structure in the computer and the processing
methods adopted for the stored contents [1]. Knowledge
representation defines the domain basic cognitive frame-
work, which defines the basic concepts in domain and the
basic semantic relationships between concepts [2].

2.2 Relevant concepts

Knowledge representation is a part of the study of
knowledge graph. Wang Haofen, a professor of East China
University of Science and Technology, believes that the
purpose of knowledge graph is to describe various entities
or concepts existing in the real world. Each entity or
concept is identified with a globally unique ID, which is
called identifier. Each property-value pair is used to
describe the internal characteristics of an entity, and the
relationship is used to connect two entities and describe
their associations [3]. Therefore, knowledge representation
not only involves knowledge, but also involves entities,
properties and relationships.

Entities refer to something that exists in the objective
world. Entities have distinction and can exist indepen-
dently. An entity is a basic unit of the knowledge graph [4].
In the knowledge graph, nodes are regarded as entities [5].
A semantic class/concept is an abstract name for a set of
things that have the same characteristics. A property refers
to a property value from an entity, which describes the
characteristics of this entity [5]. Relationships describe the
contact between two or more entities [4, 5].

Knowledge is the set of all facts, concepts, rules or
principles. Here, set is acquired and summarized by
observing, learning and thinking about various phenomena
in the objective world [3]. Knowledge includes language
knowledge, commonsense knowledge, encyclopedic
knowledge, domain knowledge, etc. Therefore, knowledge
graph can be divided into language knowledge graph,
commonsense knowledge graph, encyclopedic knowledge
graph and domain knowledge graph [6]; more broadly, they
can be summarized as general knowledge graph and
domain knowledge graph according to their scope of
application [4].
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3 General knowledge graph

This section mainly introduces some general knowledge
graphs and analyzes their knowledge representation. Gen-
eral knowledge graph includes language knowledge graph,
commonsense knowledge graph and encyclopedic knowl-
edge graph. This section selected several typical general
knowledge graphs in different categories and analyzed
their similarities and differences in knowledge representa-
tion. These knowledge graphs are not built successfully at
one time, and each new knowledge graph is formed in the
optimization of the original knowledge graph. The
knowledge representation between them is different though
there are also some similarities.

3.1 Language knowledge graph

Before the popularization of the Internet, lots of original
expert systems and knowledge bases were constructed
artificially, among which the early representative model
was WordNet [6], and it can be regarded as a language
knowledge graph. WordNet is the achievement of the task
to develop a dictionary database undertaken by a group of
psycho lexicologists and linguists at Princeton University
since 1985 [7]. WordNet is regarded as an online electronic
(synonymous) dictionary system, which is a proposal to
combine traditional dictionary information with modern
high-speed computing more effectively [8]. Its knowledge
mainly comes from artificial construction, and we can
simply understand WordNet as an electronic dictionary
with some encyclopedic knowledge and real relationships.

WordNet assumes the role of a dictionary database, so
the division of concepts or entities is not very clear. In our
research, we will mainly analyze its knowledge represen-
tation through words. It takes the word as the smallest unit
and builds a set of synonyms with the same meaning
words. In addition, it defines a name for them and treats
them as a concept. For example, car, railcar, railway car,
railroad car—(a wheeled vehicle adapted to the rails of
railroad; “Three cars had jumped the rails” )—are a syn-
onym set for streetcars; each synonym set includes a
description of the concept. A word may have more than
one meaning, so it may appear in more than one synonym
set.

WordNet contains more relationships between words
than entities. It includes the following basic relationships:
synonym relationship, antonym relationship, hypernym and
hyponym relationship, whole and part relationship [7-9].
Synonym relationship is a most basic relationship in
WordNet, because word nodes are related by synonym
relationship. It refers to the relationships between words
with the same semantic meaning. Antonym relationship is
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mainly the relationships between the adjectives, and there
are direct antonym relationship and indirect antonym
relationship. Direct antonym relationship refers to the
relationships between words that have opposite meaning.
Indirect antonym relationship refers to the relationships
between a word and the antonym of its synonym, such as
Fig. 1 [8]; good and bad is the direct antonym relationship,
and great and bad is the indirect antonym relationship. The
hyponymy relationship (is kind of, is a generalization of)
mainly refers to the hierarchical relation between nouns.
For example, the hypernym of dog is the synset of animal,
and the hypernym of animal is the synset of organism. A
word may contain many hyponymy words. WordNet con-
tains 25 basic classes (final hypernym). WordNet also
includes the relationships between whole and part (is part
of), which means a is a component of b, a is members of b
or a is substance of b. Relationships in WordNet are gen-
erally connected by pointers, but some noun entities are
also connected by relational adjectives [8].

WordNet can be regarded as an electronic dictionary
with encyclopedic knowledge, and it contains some basic
features and functional properties. It takes some real things
in the noun set as an entity, such as robin, dog, apple, etc.
Their feature properties are linked to adjectives, and
function properties are linked to verbs. An entity is con-
nected with a descriptive property by property name, such
as WEIGHT(package) = heavy. It means that package has
a property WEIGHT, and the property value is heavy. An
entity and its functional properties are linked by pointers
between noun and verb sets.

3.2 Commonsense knowledge graph

Language knowledge graph (WordNet) realized the task of
adding some simple facts to knowledge network, but it
lacks representation of real events. Real-life events cannot
be described by one word, and general relationships and
properties also cannot show more facts in the real world. So
people build commonsense knowledge graph which
includes Cyc [10] and ConceptNet [11]. The knowledge in
Cyc is represented by higher-order logic; according to
concepts and assertions, Cyc uses argumentation to achieve
the reasoning of common sense knowledge based on con-
textual contents [12-14]. ConceptNet originated in the
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Open Mind Common Sense (OMCS) project at the MIT
Media Lab, which was proposed by famous artificial
intelligence expert Marvin Minsky in 1999 [4]. It is a
crowd sourcing knowledge base and a semantic network.
ConceptNet contains a lot of common sense information,
which helps computers to understand the real world. It
extends the knowledge network that language knowledge
graph has built. This section focuses on the knowledge
representation of ConceptNet.

The node of ConceptNet is no longer a simple word, but
semistructured English segments. It is usually a compound
phrase or an action. ConceptNet contains more abundant
knowledge of the real world than WordNet. It focuses on
the common sense meaning of the natural language words
(Unnamed Entity). It will connect the concepts with a lot of
common sense and contains a lot of the complex rela-
tionships in real world. In addition, it can be better in
context-based reasoning, whose knowledge mainly comes
from OMCS project, expert knowledge base, purposeful
games and other knowledge bases. It is a knowledge base
automatically constructed by extracting knowledge
according to certain rules [4].

The concepts and entities in ConceptNet are mainly
composed with words or phrases. Najmi et al. [15] regard
that entities in ConceptNet are described by noun phrase
(NP). These phrases usually consist of one or more main
nouns as root, with one or more other words to describe this
main noun. Verb phrase (VP) is used to describe a concept
sometimes. These concepts are usually extracted from the
text of natural language [4]. They are more consistent with
our usual expression habits. Its nodes contain not only the
entity such as people, objects and regions, but also some of
our actual action states, such as drink coffee, eat breakfast;
these nodes help the expression of commonsense knowl-
edge. Compared with the simple knowledge in language
knowledge graph, ConceptNet passes commonsense
information to the computer. For example, an entity apple
is a fruit in WordNet and red is a property of it. But in
ConceptNet, it might correspond to Apple inc., rather than
a fruit. The specific property and meaning must be inferred
from its context.

ConceptNet5 includes 21 predefined and multilingual
generic relationships (e.g., IsA, UsedFor, etc.) and non-
formal relationships extracted from natural language texts
that are closer to natural language descriptions (e.g., on top
of, caused by, etc.) [4]. Compared with the hyponym
relationship in WordNet, ConceptNet can summarize
commonsense topics or categories by text and connect
them with SuperThematicKLine, such as buy food and
purchase food can be connected with buy by SuperThe-
maticKLine. In addition to simple relationships in WordNet
(IsA, PartOf, MadeOf, SimilarTo, etc.), ConceptNet also
contains many complex relationships in reality, such as fall
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off bicycle and get hurt connected by the relationship Ef-
fectOf. There is no such commonsense knowledge in
WordNet, nor as relationships [16]. Examples of Con-
ceptNet are shown in Fig. 2 [17].

Najmi et al. [15] analyzed relationships and properties in
ConceptNet from the upper ontology construction. They
believe that properties in ConceptNet are not defined like
general ontology relationships. Even if some properties are
logically incorrect, it may be “meaningful” in common
sense. For example, succeed as a property is connected
with a person through Desires [18]. It is not a property in
the ordinary sense. However, it conforms to our common
sense, so it is expressed in such way. They also pointed out
that ConceptNet also has a number of adjective phrases
(AP) used to describe properties, and they are often con-
nected with hasProperty. Some of the functional properties
are achieved by verb phrase (VP). For example, Movement
Forward is a verb phrase, and it can be linked to bike with
isCapableOf. Liu et al. [16] pointed out that if a property
appears on many nodes, and these nodes belong to one
parent node, this property can be extracted to the parent
node. For example, fruit is a parent node for apple and
banana, and sweet is a common property for them, so it can
extract (“sweet” PropertyOf “fruit”). In addition, some
adjective phrases which have modifiability can be con-
nected with entities as a property.

The main improvements in ConceptNet compared with
WordNet are summarized as follows.

ConceptNet uses an automated approach to build
knowledge graph. It includes lots of informal common-
sense knowledge accumulated from human experience in
the real world. On the node of entities and concepts, it is no
longer a single word, but a phrase which can contain cer-
tain state information. In relationships, in addition to
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Fig. 2 Example of ConceptNet
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simple relationships and category relationships, it also adds
fact relationships contained in the real world, such as
causative relationships, causal relationships, etc. In prop-
erties, ConceptNet extends the way to extract properties. In
addition, it also contains properties from commonsense.

3.3 Encyclopedic knowledge graph

Encyclopedia knowledge graph is mainly centered on the
open knowledge graph supported by LOD [19] project. It
mainly includes Wikidata [20], YAGO [21], Google
Knowledge Graph [22], Freebase [23], etc. Wikimedia
launched Wikidata in October 2012. It links pages which
has same theme and allows readers to add or change data
entries. Data in Wikidata are basically described by prop-
erty-value pairs. For some complex information, property-
value pairs are allowed to add dependencies property-value
pairs. YAGO is a large semantic knowledge base con-
ducted by the Max Planck Institute in Germany, and it has
a million entities and more than five million facts [6]. It
extracts facts from Wikipedia’s classification system and
information boxes and combines classification relation-
ships from WordNet [24, 25]. It describes event informa-
tion in more detail than Wikidata [26]. Google Knowledge
Graph [22, 27] was proposed by Google in May 2012. It
builds connection between entities and changes the rules of
search based on keywords. It generalizes the content of the
same topic and describes entities using structured fields. In
addition, it clusters entities and properties based on the
user’s Google retrieval data. Freebase is a semantic web
project started by a MetaWebin 2005. Its construction
based on Wikipedia and swarm intelligence [4, 6]. It also
allows to add or change data entries like Wikipedia. The
knowledge representation of encyclopedia knowledge
graph is relatively structured. In this section, we chose
Freebase to analyze the detailed.

Compared with the previous two knowledge represen-
tations which have defined relationships, the most notice-
able characteristics of Freebase are it does not control the
top-level ontology very strictly [23], and visitors can create
and edit the definition of classes and relationships by
themselves. It can be more flexible to express different
knowledge. Another notable feature of Freebase is that
knowledge is stored structurally in base. Freebase is an
open, shared, collaboratively built large-scale linked data-
base [4], as well as a practical, extensible, graphical,
structured database of general human knowledge. It is
inspired by semantic Web research and collaborative data
communities such as Wikipedia [28]. Freebase is built by
community member’s collaboration. Its main data sources
include database such as Wikipedia and the contributions
of community users. Freebase’s knowledge representation
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framework mainly includes the following elements:
Domain, Topic, Type and Property.

Each piece of information in Freebase is called a topic.
Topic can be a specific and meaningful data (such as
Arnold Schwarzenegger), or an abstract concept (such as PI
in mathematics, Christianity) [28]. It corresponds to the
node in the graph and contains information, which is
unique. Each Topic corresponds to a type (category) node,
and Type is equivalent to a classification of Topic. For
example, Topic “Yao Ming” can correspond to Type of
“Person” and “Athlete,” etc. Each Type represents a
unique category. However, in order to match the complex
information in real life, Type can be given a different name
[29, 30]. Type that belongs to the same domain can con-
stitute a Domain. This constitutes the basic structure of
Freebase: Domain -> Type -> Topic [30].

As knowledge in Freebase is structured, it uses a light-
weight classification system (Type System) [29]. There-
fore, it contains relationships and properties which are
different from the knowledge representation of WordNet
and ConceptNet. Jun [29] believes that the property is the
most important concept in Freebase. Property value can be
either a literal value or a relationship with other node (such
as “is a parent of”). In order to show the structure of
Freebase more intuitively, here is an example which is
provided by Ruan Yifeng, as shown in Fig. 3 [31]. The
core Topic is Arnold Schwarzenegger, which corresponds
to several types. Though a property is connected to the
node of Arnold Schwarzenegger, it also corresponds to a
property of Type. For example, Arnold Schwarzenegger
corresponds to Type: Person, the property of Person is
country of birth, its value is Austria. Topic: Arnold Sch-
warzenegger and Topic: Austria is connected by this
property, which is also a relationship between these two
topics [31]. Each Type involves different properties.
Therefore, Type can be regarded as a property container,
which contains the most commonly used properties needed
to describe a concept.

Another difference from the above two knowledge
representations is that Freebase proposes a new structure to
handle multiple relationships: CVT (Compound Value
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Types). CVT is a node that does not require an explicit
name, which is used to express complex data [32]. It can be
understood as a table in which multiple relationships and
properties are stored, and this table is connected with node.
For example, in Fig. 4 [4], CVT describes multiple rela-
tionships about Obama’s tenure. When you look up Oba-
ma’s tenure, there is an implicit condition for looking up
the length of the tenure. They can be looked up as a whole
through the CVT. The multiple relationships contain “of-
fice position,” “from,” “to” [4]. The structure may be
more complex without the CVT.

The main differences of Freebase compared with the
above two are summarized as the follows:

Freebase contains a larger scope of knowledge. It
includes not only common sense and encyclopedic
knowledge, but also some knowledge of popular culture,
art, location information, etc. In structure, it does not have
the strict ontology constraints like the above two, and its
metadata are flexible to modify and add, and it can be
completed by users more conveniently. In order to reflect
users’ different opinions and understandings, there may be
conflict and contradiction in type and property [28]. It also
has CVT, a compound value type for storing complex data
that are not found in the above two databases. It uses a
more simple structure to display knowledge.

4 Domain knowledge graph

The above are some general knowledge graphs, whose
entities and concepts come from the common knowledge in
real life. In some areas with strong industry knowledge
background, they cannot meet the requirements fully.
Therefore, researches that focus on domain knowledge
graph emerged. Several typical domain knowledge graphs
are introduced in this section.

4.1 Geographic information knowledge graph
GeoNames [33] is a classical knowledge graph in the field

of geography, which contains over ten million pieces of
geographic information (area name, location, etc.), and it is
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mainly displayed in English [34]. GeoName data were
collected from the United States Geological Survey, the
National Statistical Office, the National Post Office and the
U.S. Army [35, 36].

GeoNames divides knowledge which contains nine
feature classes, which are subdivided into 645 feature
codes [37, 38]. The minimum feature set is the name,
coordinates of latitude and longitude, parent regions and
countries. It contains population data, aliases and links to
Wikipedia, etc. [39]. It treats countries or cities as entities
which corresponds to 19 pieces of information each. And
some of the information fields are allowed to be empty.
These pieces of information can be divided to two sorts.
One is property information, such as area, population.
These properties are basically geographical information
related to the region. And the other is relationship infor-
mation. For example, an entity can connect to feature
classes by feature codes. Level 1 administrative code ad-
minl code and level 2 administrative code admin2 code can
form hypernym and hyponym relationship [40]. Relation-
ships contained in GeoNames are relatively simple. And
these relationships are mainly based on the division of
administrative regions, geographical location, attribution,
geographic information etc. A simple example of Geo-
Names is shown in Fig. 5 [33].

The main differences of GeoNames are summarized as
follows.

In terms of knowledge scope, the knowledge GeoNames
contains is mainly from geographical field. Compared with
the previous knowledge graphs, it covers more geograph-
ical information. On the structure, the structure of the
GeoNames is relatively simple; the entities it contains have
fixed and uniform properties, so there is a standard
framework of knowledge representation structure. This is
quite similar to encyclopedic knowledge graph such as
Freebase, and it also supports user to edit data information.
Because it relates to geographic information, it links to
some specific map. This is not included in the general
knowledge graph.
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4.2 Knowledge graph of medical field

In the medical field, the construction of knowledge graphs
has also been explored. There are relatively complete
medical knowledge bases in this field, such as ICD-11 [41]
which uses a tree structure to describe diseases and UMLS
[42, 43] which use a structure form to store medical
information. And Chinese scholars have also constructed
knowledge graphs about traditional Chinese medicine
[44—46]. These knowledge graphs contain medical con-
cepts. Their structure is similar to the encyclopedic
knowledge graph. In this section, we chose CMeKG [47]
which contains more knowledge to analyze its knowledge
representation.

CMeKG is mainly composed of concepts of diseases,
drugs and diagnostic techniques and their relationships and
properties. At present, CMeKG 2.0 [48] has 11,076 dis-
eases, 18,471 drugs, 14,794 symptoms and 3546 treatment
techniques, and it includes 1,566,494 triples to describe
medical concepts, relationships and properties. It has being
updated and improved constantly. Its entities include dis-
eases, symptoms, medicines, etc. By far, the most impor-
tant entity is disease. It contains treatment options,
treatment drugs, diagnostic methods, symptoms, etiology
and other properties. The general knowledge graph does
not contain such detailed medical knowledge. CMeKG
mainly includes the relationships between diseases and
other entities, such as related causes, complications, related
diseases, etc. In addition, it also includes relationships
between symptoms and symptoms, drugs and drugs, etc.
Like the general knowledge graph, it provides nodes that
link to other knowledge bases. CMeKG is a simple Chinese
medical knowledge graph, and its practical application
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needs more exploration. Figure 6 [48] shows an interface
for CMeKG.

The main differences of CMeKG compared with the
above knowledge graphs are summarized as follows:

In terms of knowledge scope, the knowledge CMeKG
contains is mainly from medical field. Compared with the
previous knowledge graphs, it covers more detailed med-
ical information. On the structure, its properties and rela-
tionships are completely different from other knowledge
graphs. Its properties and relationships are based on the
medical field.

4.3 Knowledge graph of e-commerce field

The study on knowledge graphs of e-commerce field star-
ted earlier. The e-commerce knowledge graph is relatively
mature and has been applied in various scenarios. Alibaba
built the e-commerce semantic base in 2013 [49], and it
includes six subsets, which are basic base, e-commerce
base, entertainment base, book base, living base and mis-
cellaneous base. It contains 33 first classes, 10 M entries
and 150 relationships. The simple structure is shown in
Fig. 7 [49]. This is a simple prototype of the e-commerce
knowledge graph.

With the increase in data in e-commerce industry, pro-
duct knowledge graph of e-commerce field is gradually
established [49-52]. The data source includes e-commerce
data, Web site information, industry information and
encyclopedic information. In product knowledge graph,
entities are the products and properties are the related
features about this product. Goods belonging to different
categories have different properties. For example, the food
product has color, smell, shelf life and other properties,
while the mobile phone product has accessories, model,
battery, screen and other properties. Relationships in pro-
duct knowledge graph can be roughly summarized as
complement (co-buy), co-view, substitute, describe, search
and IsA [52]. More broadly, it can be summarized as
synonyms relationship, hypernym and hyponym relation-
ship, holistic and partial relationship [51]; it is similar to
the language knowledge graph WordNet, but relationships
in product knowledge graph are more complex. Most
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Fig. 7 Structure of e-commerce semantic base

relationships are N to N [52]. Taking mobile phones for
example, battery, mobile phone stents, audio speaker,
charger have complement relationship with Mobile phone.
But at a finer semantic granularity, they correspond to
accessory, structural attachment, enhancement and add-on.
So the semantic meaning of relationships which contained
in the product knowledge graph is more complicated.

With the upgrading of application scenarios, the
e-commerce cognitive knowledge graph has been gradually
constructed [53]. It mainly realized the function of com-
modity search and personalized recommendation. It
includes user knowledge graph, product knowledge graph
and scene knowledge graph. Through data fusion and
relationships extraction, it links the three knowledge graphs
to form the e-commerce cognitive knowledge graph.

Besides basic product properties, product knowledge
graph includes some labels, such as no salt, sugar free or
some keywords that users often search. These all are stored
in the knowledge graph as properties. These properties are
extracted from national regulations and user historical
usage records.

The data of the user knowledge graph are derived from
account information and historical usage records. In the
user knowledge graph, entities are users, relationships
between entities are social relationships and its properties
are different from other knowledge graphs. The user
knowledge graph contains general user information (name,
age, gender, etc.), which is similar to the general user
knowledge graph. Differences mainly lie in the label of the
user description. It labels the user by age or some historical
search data in e-commerce platform. Those labels are
included in the user’s properties, such as old person, early
pregnancy. And the purchasing power and preferences of
consumers can be inferred from their historical purchase
data, and those labels also can be included in the user’s
properties. These properties are not included in other
knowledge graphs.

In addition, the scene knowledge graph is built to con-
nect user knowledge graph and product knowledge graph
[53, 54]. Its main data source includes user’s search data,
product title, hot spots on the network and some industry
data. It is a unique knowledge graph in e-commerce field.
The scene in scene knowledge graph refers to the con-
ceptualization of user needs, and it is a conceptual node
abstracted from user’s demand characteristics. The scene
knowledge graph uses a short and precise phrase to
describe a class of user demands. It takes the implicit user
demand information as an entity and creates new nodes
which are not included in other knowledge graphs, such as
Outdoor Barbecue, Breakfast for Pregnancy, Keep Warm
for kids. The name of these nodes is from the eight cate-
gories in e-commerce concept vocabulary. The eight cat-
egories are Time, Location, Object, Function, Incident,
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Cate/Brand, Style and IP [54]. These scene nodes have
certain properties such as color, so the nodes do not have
special annotated properties. Relationships in the scene
knowledge graph are mainly hypernym and hyponym
relationship. Figure 8 [53] is a simple example of e-com-
merce knowledge graph.

Compared with other knowledge graphs, the differences
are summarized as follows.

In terms of knowledge scope, this knowledge graph
covers more e-commerce information and contains
e-commerce scenario knowledge. On the structure, it
enriches the contents of entities and creates new nodes. In
addition, it uses a graph as a bridge to establish the con-
nection between the two graphs, which are different from
other knowledge graphs.

4.4 Conclusion

Through the research on the knowledge representation of
several domain knowledge graphs, it can be seen that the
design of knowledge representation in domain knowledge
graphs is mainly related to the domain business require-
ments and the construction of domain knowledge graph can
refer to the structure and content of the general knowledge
graph to some extent. The main differences between
domain knowledge graph and general knowledge graph are
breadth, depth and granularities [2]. General knowledge
graph has a wider breadth, which covers more knowledge.
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Domain knowledge graph which shows more detailed
knowledge within the field has a deeper depth. In addition,
there are some differences in the granularity of their
knowledge partitioning. The main reason for the differ-
ences lies in their different knowledge backgrounds and
data sources. Domain knowledge graph has more domain-
specific data and knowledge, so its entities and properties
may be quite different from general knowledge graph.

5 Research trends and prospects

There have been lots of researches which focus on general
knowledge graph, and some researches have focused on
knowledge representation learning, such as distance model
SE [55], translation model TransE [56]. Liu et al. [57]
summarized the method of knowledge representation
learning. Research on domain knowledge graph is emerg-
ing. Knowledge representation is the first step for knowl-
edge graph construction. Learning it helps beginners to
understand the concept of knowledge graph and lays a
foundation for domain knowledge graph construction.

For the research on domain knowledge graph construc-
tion, some problems should be explored.

(1) Expansion of knowledge representation

The main way to express knowledge is relational triple,
whether it can be extended to multicomponent to express
diverse information. For complex unstructured problems,
such as the corresponding relationship between major and
school in the education industry, a simple inclusion rela-
tionship cannot express it fully, whether properties and
relationships can be extended?

(2) Multimode of knowledge representation

There are a lot of information resources on the network.
They not only contain text, also include video and image,
etc. Video and image maybe explain knowledge better than
text. Therefore, how to design these nontextual resources
into the structure of knowledge representation is an
important problem.

(3) Knowledge representation automatic learning

Most of the knowledge representation learning methods are
applicable to general knowledge graph. It is not well
qualified for automatic extraction of domain knowledge
with complex information. Therefore, domain knowledge
automatic learning is a problem to be solved.

(4) Knowledge fusion

Compared with general knowledge, the structure of domain
knowledge is more complex and it requires more data
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experimentation and better algorithms if we want to inte-
grate knowledge into industry background.

(5) Data collection

The establishment of knowledge graph requires lots of
data. In some specific area, such as education, a complete
education knowledge graph can assist teachers to do course
designing and help students collect information. There are
enough data to support education knowledge graph con-
struction. However, data collection in the education
industry is still not completed. So data collecting and
analyzing platform is going to be a research trend of
domain knowledge graph construction.

(6) Dynamic update

The knowledge contained in the domain knowledge graph
is not unchanged all the time, such as major courses every
year, the grade of school or major in the education field.
Therefore, how to realize the dynamic change and update
of knowledge in a quick way is an important research area.

Clarifying the concept and content of knowledge rep-
resentation by sorting out the development of knowledge
representation is expected, which will put forward the
knowledge representation about higher education in the
next step and will lay a foundation for the construction of
education knowledge graph as well.
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Online teaching quality evaluation based
on multi-granularity probabilistic linguistic
term sets

Peide Lid, Xiyu Wang and Fei Teng
School of Management Science and Engineering, Shandong University of Finance and Economics,
Jinan, Shandong, China

Abstract. In today’s education industry, online teaching is increasingly becoming an important teaching way, and it is
necessary to evaluate the quality of online teaching so as to improve the overall level of the education industry. The online
teaching quality evaluation is a typical multi-attribute group decision-making (MAGDM) problem, and its evaluation index
can be expressed by linguistic term sets (LTSs) by decision makers (DMs). Especially, multi-granularity probabilistic linguistic
term sets (MGPLTSs) produced from many DMs are more suitable to express complex fuzzy evaluation information, and they
can not only provide different linguistic term set for different DMs the give their preferences, but also reflect the importance of
each linguistic term. Based on the advantages of MGPLTSs, in this paper, we propose a transformation function of MGPLTSs
based on proportional 2-tuple fuzzy linguistic representation model. On this basis, the operational laws and comparison rules
of MGPLTSs are given. Then, we develop a new Choquet integral operator for MGPLTSs, which considers the relationship
among attributes and does not need to consider the process of normalizing the probabilistic linguistic term sets (PLTSs), and
can effectively avoid the loss of evaluation information. At the same time, the properties of the proposed operator are also
proved. Furthermore, we propose a new MAGDM method based on the new operator, and analyze the effectiveness of the
proposed method by online teaching quality evaluation. Finally, by comparing with some existing methods, the advantages
of the proposed method are shown.

Keywords: Multiple-attribute group decision-making, online teaching quality evaluation, multi-granularity probabilistic
linguistic term sets, Choquet integral

1. Introduction tant teaching way in higher educational institutions.
Now, online teaching is a research hotspot. Bennett
With the development of the Internet, the tradi- et al. [2] analyzed the learning differences between
tional teaching way is combined with the Internet, online teaching and traditional classes. Martin et al.
online teaching appeared. Online teaching is a long- [3] studied how to determine curriculum design and
distance education model based on the Internet. Due evaluation from the perspective of award-winning
to the flexibility and diversity of online teaching, it  online faculty. Jones and Meyer [4] pointed out that
is developing rapidly. He et al. [1] mentioned that the effective teachers are the key to the success of
online teaching is becoming an increasingly impor-  students in online teaching. In recent years, there

c " hor Peide Liu Schoolof M isci have been many studies on the impact of online
*Corresponding author. Peide Liu, School of Management Sci- . . - . )
ence and Engineering, Shandong University of Finance and tgachmg quality. Schmidt et alj [5] be“e\{ed that cur
Economics, Jinan 250014, Shandong, China. E-mail: peide.liu@ riculum development and On“r_‘e tea(%hmg methOdS
gmail.com. are two key factors for effective online teaching.
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Rhode et al. [6] gave the research results that online
teaching quality should be improved from teachers’
attitude, belief and technical level. Diaz et al. [7]

gave the research results that teacher development

and information technology have animportantimpact
on the quality of online teaching. Online teaching
quality evaluation is a comprehensive evaluation pro-
cess in which multiple decision makers (DMs) make
some value judgments on online teaching based on
evaluation methods, analyzing teaching information
and teaching resources. Therefore, online teaching
quality evaluation is a typical multi-attribute group
decision-making (MAGDM) problem. Some schol-
ars studied the MAGDM method for online teaching
quality evaluation. Liu and Rong [50] selected four
evaluation attributes to evaluate the online courses
quality of China National Open University, Liu et al.
[51] evaluated the quality of the live platform online
education from four evaluation attributes. In order
to evaluate online teaching from more appropriate
attributes, based on some standards for online course
evaluation proposed by the Ministry of Education of
China, the online education evaluation includes the
following evaluation attributes: teaching philosophy
and curriculum design, teaching contents and learn-
ing resources, faculty and teaching activities, user
interface design and technical support.

MAGDM can be recognized as a procedure of
evaluating several alternatives or selecting the opti-
mal alternative by some DMs according to multiple
attributes [8, 10, 53, 54]. Owing to the complexity of
decision-making and the fuzziness of human think-
ing, DMs cannot accurately express their evaluation
information with real numbers. In order to overcome
this obstacle, Zadeh [11] introduced linguistic vari-
able and Herrera et al. [12] presented the concept
of linguistic term sets (LTSs). Due to the different
knowledge backgrounds and educational experiences
of DMs, “the granularity of uncertainty” (cardinality
of LTSs) used by each DM is different. Herrera et al.
[13] proposed a fusion approach of multi-granularity
linguistic term sets (MGLTSs), Herrera and Magz
[14] proposed a 2-tuple fuzzy linguistic model to
compute with words, which can avoid the problem of
information loss. Based on the 2-tuple fuzzy linguis-
tic model, Wang and Hao [15] proposed proportional
2-tuple fuzzy linguistic representation model.

However, due to complexity of the problem, DMs
may be hesitant in several linguistic terms. Rodriguez
et al. [16] proposed concept of hesitant fuzzy LTSs
(HFLTSs) based on hesitant fuzzy sets (HFSs) and
LTSs to deal with this problem. After that, schol-
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ars focus on the researches from three aspects of
HFLTSs.

(1) The basic theories of HFLTSs, such as some
operations [17, 18], distance measures [19,
20], and preference relations [21, 22].

The decision-making methods based on
HFLTSs. Wu et al. [23] developed compro-
mise solutions for MAGDM problem using
HFLTSs. Lin etal. [24] extended the traditional
TODIM method to deal with the HFLTSs based
on the novel comparison function and distance
measure.

The aggregation operators (AOs) based on
HFLTSs. Wei [25] studied arithmetic and
geometric aggregation operators with inter-
val valued hesitant fuzzy uncertain linguistic
information. Liu et al. [26] proposed the hes-
itant fuzzy linguistic (HFL) Muirhead mean
operator and the weighted HFL Muirhead
mean (WHFLMM) operator. Zhu and Li [27]
presented some HFL aggregation operators
based on the Hamacher t-norm and t-conorm.

(2)

®3)

However, the HFLTSs also have some short-
comings. It cannot reflect the different importance
and different frequencies of each linguistic term in
HFLTS given by DMs. In order to solve this short-
coming, Pang et al. [28] proposed probabilistic LTSs
(PLTSs) with the different importance of each lin-
guisticterm. Then, Bai et al. [29] proposed possibility
degree of PLTSs to compare two PLTSs. Liu and
You [30] extended TODIM to PLTSs to solve the
multi-attribute decision-making (MADM) problem.
Lin et al. [52] combined PLTSs and Best-Worst
method to calculate the criteria weights, and pro-
posed a new probabilistic linguistic TODIM method
to rank Internet of Things platforms. Liu and Teng
[31] established an extended probabilistic linguis-
tic TODIM method to assess online product. In the
real decision environment, because the preferences
of DMs are different, they can use PLTSs with differ-
ent granularity levels to give decision information.
Therefore, in order to improve the applicability of
PLTSs in complex environment, the multi-granularity
PLTSs (MGPLTSs) were developed. Wang et al.
[32] determined the distance measure between two
MGPLTSs, and proposed a novel MAGDM method.
Wang [33] proposed some novel distance measures
between two MGPLTSs. Song and Li [34] presented
alarge-scale group decision-making with incomplete
MGPLTSs. Obviously, MGPLTSs have widely been
used in MAGDM problems.
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In MAGDM process, aggregation operators (AOs)
are a powerful tool for information fusion. Many
researches on AOs can be divided into two aspects:
operations and the functions.

(1) About operations. Pang et al. [28] put forward
some basic operational laws and the com-
parison method of PLTSs. Gou and Xu [35]
proposed some logical operational laws for
PLTSs to overcome some unreasonable prob-
lems. Lin et al. [56] proposed new distance
measure and comparison method for PLTSs.
Wang et al. [36] introduced a rational compar-
ison method and proposed extended Hausdorff
distance of PLTSs. In order to measure the
relationship between two PLTSs, Lin et al.
[57] proposed correlation coefficient. Wang
et al. [32] defined generalized probabilis-
tic linguistic Hamming distance, generalized
probabilistic linguistic Euclidean distance
and generalized probabilistic linguistic Haus-
dorff distance of MGPLTSs, which improved
the accuracy of MGPLTSs in MAGDM
problems.

About functions. Pang et al. [28] proposed
probabilistic linguistic averaging (PLA) oper-
ator and probabilistic linguistic weighted
averaging (PLWA) operator, Liu and Li [37]
proposed a probabilistic linguistic-dependent
weighted average (PLDWA) operator, and
then combined the PLDWA operator with the
MULTIMOORA method. Kobina et al. [38]
proposed the probabilistic linguistic power
average (PLPA), the weighted probabilistic
linguistic power average (WPLPA) operators,
the probabilistic linguistic power geometric
(PLPG) and the weighted probabilistic lin-
guistic power geometric (WPLPG) operators.
Lin et al. [55] defined probabilistic uncer-
tain linguistic term set and proposed four
operators. Wang [33] proposed an MAGDM
algorithm with MGPLTSs based on the dis-
tance measures and prospect theory (PT), and
verified the validity of the proposed MAGMD
method.

@)

In practical decision-making, interrelationship
among attributes is very common. Sugeno [39]
proposed the fuzzy measure and definetuzzy
measure for the MAGDM problem to handle
the interrelationship among attributes. Then Muro-
fushi and Sugeno [40] proposed Choquet integrals
of fuzzy measures, and discussed the rationality.
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Chen et al. [41] proposed probabilistic linguis-
tic Choquet integral operator based on PLTSs to
aggregate the enterprise resource planning pack-
age evaluation matrices. Choquet integral is widely
used in MAGDM method, which has strong
practicability.

At present, there are few researches on MGPLTSs.
Most of the existing decision-making methods for
dealing with MGPLTSs are to transform MGPTLSs
into PTLSs with same granularity level according to
the transformation function. This means that they
cannot directly handle MGPLTSs. No matter in
MGPLTSs or PLTSs, the existing operations and AOs
cannot avoid the process of normalizing the PLTSs in
the calculation process. Based on the above discus-
sion, the motivations and contributions of this paper
are as follows:

(1) A new transformation function for MGPLTSs
based on the proportional 2-tuple fuzzy lin-
guistic representation model is proposed,
which avoids the process of normalizing the
PLTSs and reduces the complexity of exist-
ing operations of PLTSs [33, 42—-44], then
the operational laws and comparison rules of
MGPLTSs are given.

(2) Based on the new transformation function, a

new Choquet integral operator for MGPLTSs

is proposed, which simplifies the steps of
transforming MGPLTSs into the PLTSs with
same granularity level before aggregation

[33].

A new MAGDM method based on the

created operator is proposed to solve decision-

making problems with relationship between
attributes.

The validity of the created MAGDM method

is verified, and the new MAGDM method is

applied to solve the problem of online teaching
quality evaluation.

3)

(4)

The rest of this paper is organized as follows.
Section 2 briefly introduces the basic concepts. Sec-
tion 3 proposes some new operations for MGPLTSs.
In Section 4, based on the Choquet integral, a new
operator for MGPLTSs is proposed and its proper-
ties are proved. Section 5 proves the effectiveness
of the proposed method by a case study. Then by
comparative analysis, the advantages of the created
MAGDM method are reflected. In Section 6, con-
cluding remarks are drawn.
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2. Preliminaries
2.1. PLTS

A LTS <can be denoted as S=
{Mili=0,..,2¢,ge NT}, and Z+1 is the
granularity of LTS. In general, suppose that
SMG = {§'|t=1,2..,T} is a MGLTS, where
S'(t=1,2,..,T) is a LTS. It is assumed that

St = {5)’%6, R, .y S)ttzgm}, the granularity ofS’ is

2" + 1, andg! e S" meanss! is theith tern of §'.

Definiton 1 [28]. Assumed that S =
{s0.61,.... 52¢} is a LTS, then a PLTS can be
described as

L(p) =< %i(p)|%i € S, pi = 0,i=0,1,...#L(p), Y pi <1

whereg; (p;) represents the linguistic tergawith its
probability p;, and #.(p) represents the number of
linguistic terms in PLTS.

#L(p) ) o
If > pi=1, it means that the probabilistic
i=0
infolrmation of each LTS in PLTS is completely

known;
#L(p) . o
If 0 < > pi <1, it means that probabilistic

i=0
information is partly unknown;
#L(p) ] o
If > pi=0, it means that the probabilistic
i=0
information is completely unknown.

2.2. The relative theories of 2-tuple linguistic
model

Definition 2 [45]. Assumedthat = {¢;|i =0, ..., g}

is a LTS, ands € [0, g] means the result of a sym-
bolic aggregation operation. Then, the functian
used to obtain the 2-tuple linguistic information
equivalent tg3 can be described as:

A :[0,g] — S x [-0.5,0.5)

i = round(B)
=p—i a=[-05,0.5)
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whereround (-) means the rounding operatian has
the closest index label 16, andx is the value of the
symbolic translation.

Definition 3[45]. Assumedthaf = {¢;|i =0, ..., g}
isalTS, andg;, @) is a 2-tuple linguistic represen-
tation model. Then a 2-tuple linguistic representation
model can be transformed into equivalent numerical
valuep € [0, g] by the functionA®.

At S x[-0.5,0.5)

ANg a)=i+a

A representational model of MGLTS is linguistic
hierarchy [9], which can be denoted as

#L(p)

1)

i=0

LH= U:l(k, n (k)
wherel (k, n (k)) is the LTS of the levek, and the
granularity isn (k), and can be denoted 8§®) =
n(k n(k n(k
{50( ), 51( ), s §n((k))—1}' k=12 ..,K.

Definition 4 [45]. Assumed that LH =
U,f [ (k, n (k)) is a linguistic hierarchy, and LTSs are

gnlk) — {gg<k>, . gz((g)_l}, k=1,2, ... K.

Therefore, the transformation functidfF,f, to map
the set of linguistic variables between different levels
can be obtained as:

7, (100,09

=A AW W) (k! — 1))
= nk)—1

To extend the application scope of 2-tuple lin-
guistic representation model, Wang and Hao [15]
proposed proportional 2-tuple fuzzy linguistic rep-
resentation model.

2.3. The relative theories of proportional 2-tuple
linguistic model

Definition 5[15]. Assumedthat = {¢;|i =0, ..., g}
isaLTS. Then the proportional 2-tuple fuzzy linguis-
tic modelis(ag;, (1 — @) git1),« € [0, 1], i, Git1 €
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S. The set of all ordinal proportional 2-tuple on LTS
S is shown as following.

S={(ci - @) cit1) e e€[0,1],i=0,...g— 1}.

Assumed that (ogi, (1 — @) cit1) and
(Bsi, (1 — B)giy1) are two proportional 2-tuple
linguistic terms, then we have

(asi, (1= ) giv1) < (Bsi, (L= B) si+1)
Sai+l-a)(i+)<pi+A-p>G+D
sSi+l-a)<j+(1-p).

Thus, for any two proportional 2-tuples

(asi,(1—a)giy1) and (Bsi, (1— B)sit+1), the
comparison rules between them are as follows:

(1) ifi < j, then

@if i=j—1 and «=0, B=1,
then (asi, (1 — &) giy1) and
(Bsi,» (1 —B)gir1)  represent  the

same linguistic information,

(b) otherwise: (Bsi, (1= B) siv1) <
(Bsi, (1= B) siv1);

(2) ifi = j, then

(@) if « =8, then(ag;, (1 —a)giy+1) and
(Bgi, (1 — B) civ1) represent the same
linguistic information,

(b) if «<p, then (ag;, (1—a)sit1) <
(Bsi, (1= B) Giv1),

(€) if a>p, then (ag, (1—a)giy1) >
(Bsi, (1 = B) si+1)-

2.4. Choquet integral

Definition 6 [40]. Assumed thaP (X) is the power
set of X = {x1, ..., x5}. A fuzzy measure on the set
Xisafunctionu : P(X) — [0, 1], and it satisfies the
following two conditions:

(1) n(@) =0, u(X)=1;
2) u(B)<u(C),v¥B,C e P(X)andB C C.

If X is infinite, it need to add a continuity condi-
tion [46]. However, in practical decision problems,
the setX is generally limited. According td®efi-
nition 6, in order to determine the fuzzy measure,
2" — 2 parameters need to be calculated. To reduce
the calculation complexity of the fuzzy measure, the
general fuzzy measure can be replaced by thezzy
measure.
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Definition 7 [40]. Assumed thaP (X) is the power set
of X = {x1, ..., xp},forVA, Be P(X),AN B = ¢.
If the fuzzy measurg satisfies the following condi-
tions:

(AU B) = pu(A)+ pu(B) + A (A) u(B)

where 1 € (—1,00), u is called A-fuzzy measure
(13-

According to Definition 7, if A =0, it means
that A-fuzzy measureu, has additivity, in other
words, setA and setB are independent of each
other. If » # 0, it means thak-fuzzy measureu,,
has no additivity, in other words, there is an inter-
relationship between set and setB; if A > 0,
thenu, (A U B) > u; (A) + w, (B), itmeansthat set
A and setB have super-additivity; if. < 0, then
(AU B) < uy (A) + wuy (B), it means that sett
and setB have sub-additivity.

According to the definition af-fuzzy measurg;,,
. (X) = 1, thenu,, can be expressed as follows:

h
i(H(lﬁ—Am(xi))—l) A #0

1 (X) = =

h
Z/JL)L (x),A=0
i=1

1)
Due tou; (X) = 1, wheni # 0, the parametex
can be determined by the following formula:

h

b 1=T] @+ aunx)
i=1

()

Definition 8 [47]. Assumed thatf is a nonnega-
tive function defined onX = {xo, ..., xo5} and u is
a fuzzy measure defined oK, then the discrete
Choquet integral of with respect to the fuzzy mea-
sureu is:

/fdﬂ = if (¥@) [ (A@) — 1 (AG+n)] 3)

where subscrip{i) is permutation off(x(;)), mak-
ing 0= f (x) < f (x@) < ... = f (x); Ap =
()C(,-), X(i4d)s -es X(h)), andA(h+1) = ¢.
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3. Some new operations for MGPLTSs With respect to the linguistic levé®, n(2)), L1(p)
can be transformed intb (p) as follows.

3.1. The transformation function for MGPLTSs
TF; (gcl)’"(l) (0-1)) = { cam@ (1 x 0.1)} -

The transformation function of MGPLTSs based 1,n(2) o1},
on the proportional 2-tuple fuzzy linguistic represen-
tation model is shown as follows. TF} ( Ln q, 2)) { 121 x 0. 2)} =
1,n(2
Definiton 9. Assumed that Li(p) and {52 ( )(0'2)}’
L_2(p) are two arbitrary  PLTSs  with TF} ( g%’"(l) (0_7)) _ { §i'n(2) (1 x 0.7)} —
different granularity levels, Li(p)= 1)
{gil,n(l) (pg.,n(l)) Ic ;,n(l) e s, pil,n(l) >0,i= {g4’ (0.7)}.
#L1(p) n
0,1,...#L1(p), Z pH® < 1} and Ly (p) = The result isL;(p) = { "3 0.1) c3"@(0.2),
1,n(2)
{Q,z n(2) ( 2n(2)) 2n(2) c 5@ p%n(Z) >0,i= S (0.7)}

With respect to the linguistic levél, n(1)), L2(p)

#L2(p)
0.1, ... #L>(p), Z pZn(Z) <1 Then, the can be transformed intb)(p) as follows.
2,n(2 2,n(1
transformation funct|orTF from L1(p) to Lao(p) is TF{ (So ( )(0-2)> = {So ®ax 02)} =
{5 P02},
1( 1n@)( 1n(1) n
173 (570 (n")) 172 (5"®(02) =
] 2,n(1) 2,n(1)
1Ln@) (i Ln@\ _1,n(2) 1.n(1) s (05x%x0.2),677(05x%x02) ¢ =
{gﬁ (Vﬁpl ) §ﬂ+l (aﬂ-l—lpl )} { 2,n(1) 2,n(1) }
(st )(30 {0y, "},
where(i =0, 1, ..., n(1)— 1), B = round M 2 ( 2.n(2) 2,n(1)
TF 0.2)) = 1x0.2); =
_ ix((2)=1) L1@) (s 3 Jin- 1 (gz ( )) {gl ( )}

Ay =T — B vp=1-0p.n G 2,n(1)
guistic term transformed froth; (p) to granularity:(2). S1 (0‘2)}’
After the transformation of each probabilistic TF2 ( 21(2) (0. 2)> —
linguistic term inL1(p), we can calculate the proba- 2n(1) 2n(1)
bilities of the same linguistic terms, and the result is { (0.5x0.2), 6377 (0.5x 0. 2)}

as follows: { 2n) 0.1), 2@ (0.1)},

TF} <L1(p)= {g n(l)( ln(l)) ) (Pi’”(l))’ . §i(f)(l)1 (Pi('{)(l)l) })

ln(2) QL i 1n(l) i 1n(1) ln(2) "Q i 1.n(1) i 1.n(1)
( + agp; ) , Z( + o p; )

i=0

(1) -1 -
1,n(2 1 i 1.n(l 1,n(2 i 1,n(1
S,j,n( ) ( Z (V/pz n( )—i-alp n( ))) 7 ,gn(g)( )1 ( Z (Vn( 2 1pl )+an(2)—lpi n( ))))

i=0

1,02 ( 1.n(2 1,02 ( 1.n(2 1,02 ( 1,n(2 1,n(2 1,n(2
= {§0 "t )<Po 8 )> 61 "t )(Pl & )) Y] 4 )(Pj 8 )) ’§n(£l)( )1 (Pn(gg )1H (6)

172 (5" 02) = {5"Pax 02} =

Example 1. Assumed that Li(p) =

2,n(1)
(gé’"(l)(o.l),g%’”(l)(O.Z),g%’"(l)(O.Y)) and {52 (0'2)}'
Laop) = {5"®©02), " (02), $"? (02), The result st (p) ={ 5"® (0.3), &7"® (0.4)
2@ (0.2), 2@ (0.2)} are two PLTSs, 2 (0.3)}.
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Therefore, the PLTSs with different granularity 5.1 1 0 ¢ y+) L _ [ 2n@ ( 2n(2) ‘
levels can be transformed into the same granularity o+ hem e ) 2(p) {g’ (p’ )

level. @D e, pP@=0, i=01,..,#L2(p),
#L(p)

3.2. The operational laws for MGPLTSs P PP <1b, (n(2) =26@ + 1, g@ e NT),

Theorem 1[48]. Assumed thaf = {0, ¢1, ..., <24} L3(p) = {gis,n(s) (p?’n(g))‘ " es, =

{g@ﬂbe&ﬁEOquLngiﬁglk 2¢® +1, ¢® e N*), and L1(p) is the basic LTS

=0 (BLTS). The operational laws are as follows:

¢ €S p?>0,i=01,..2g,

Ly(p) = {S'i (p?\
A

Li(p) ® L2(p) = La(p) =
4n(1) p"Op2 W 4 pbr D,y 4 p2 Dy (11)

S
' n(1)—1
b2¢1 + 2%) (pil»”(l)pl?sn(l) 4 pt g, 4 p2r®) ¢1>

2
2 —Jdo (3] 3 P — n@-1 .
iz:o p| S 1}; L3 (p) {S‘l (pl ) Gi S Su pl Z O,l where piZ‘n(l) - ZO (yl/pfn(Z) + al{p?n(Z))] ¢1 —
2g J=
07 1, veey 2 y 3 <15. n(1)-1 n n(1)-1 ;
glglh = } 1— Z pil @) b= (1— Z P,-z’(l) ’
Then we have the following operational laws [48]: (=0 ,1:0. (). =0
Li(p) ® La(p) = Some other operational laws:
2 % 2 2
pir?+pt (1= p? | +p2(1-2 P}
. i=0 i=0 @)
Si 2g ) 2g 2g ) 2g ) ) 2g
1= p | (-2t + 2 | ptpf+pt (L= P |+ 0P (1= P
i=0 i=0 i=0 i=0 i=0
aLa(p) = {si (ar}) i =0, .. 26} (®) aLa(p) =
3,n(3) 3.n(3) | _
Li(p) ® La(p) = La(p) ® La(p)  (9) {7 (@i @)ii=0.n@-1}. @2
O0O=<a<1)

(L1(p) ® L2(p)) @ L3(p) = L2(p)
& (L1(p) ® La(p))

In order to calculate MGPLTSs directly, we pro-
pose the operational laws of MGPLTSs based on
Definition 9 andTheorem 1. (L1(p) @ L2(p)) ® L3(p) = L2(p)

(10)
Li(p) ® L2(p) = L2(p) ® L1(p) (13)

(14)
Theorem 2. Assumed thatLi(p), L2(p), L3(p) @ (L1(p) ® L3(p))

are three PLTSs with different granularity levels, ¢ According to Equations (5)~(7), we can eas-

Li(p) = {gil’”(l) (pl.l’"(l)) e phn® > ily derive Equation (11). According to Equations (5)
#L4(0) and Equation (8), we can derive Equation (13). The
0.i=0.1. ... #L1 () lep pil,n(l) < 1}, (1) = exprgssions _of Equat?on (23) and Equgtion (14) are
i=0 consistent with Equation (9) and Equation (10).
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3.3. The comparison between MGPLTSs Definition 11. Assumed that 1(p) andL2(p) are two
PLTSs with the different granularity levels, then:

According to Equation (5) and Equation (6), the
g 10 Squaton ©) and Fauation (6) @ 1 DELa(p) < DLa(p), then La(p) <

comparison rules MGPLTSs can be given.

La(p);
Definition 10 [48]. Assumed thatLi(p), L2(p) (2) If D(L1(p)) > D(L2(p)), then Li(p) >
are two PLTSs with different granularity levels, La(p);
Li(p) = { Ln(1) (pl n(l))’ _1,n(1) s, p1 ) 5 (3) If D(L1(p)) = D(L2(p)), then
! i) (@) IfF(La(p)) < F(L2(p)),thenL1(p) >
: La(p),
0,i=0,1,.. #L Lo < 1 1 2
’ o) 2 A s )= O FU) = Fsn, e
L ~ L
1 1 2.n(2) ( 2.n(2) 1(p 2(p),
260 +1,60 € N*), L2 () = { 7@ (") (©) It F (L1(p)) > F (La(p)), thenLa(p) <
5‘2 2 ¢ S, 2"(2) >0, j=0,1,..#L>(p), La(p)-
#La(p) Definition 11 is also applicable to compare two

2,n(2) _ 9,2 ) +
Z Pj =1 (n(2) 287+ 1Lg7eN ) PLTs with the same granularity level.

and L1(p) is the BLTS. Then the score function

D (L1(p)) and uncertain functio (L1(p)) of L1(p) 4. The decision making method based on

can be expressed as: multi-granularity probabilistic linguistic
n(D)—1 Choquet integral operator

_ 1n(1)
D (Li(p)) = n(1)—1 > ( X Pi ) (15) 4.1. The multi-granularity probabilistic

i=0 linguistic Choquet integral operator
n(1)-1 Based on Equations (2)—(7), we propose a hew
F(Lip)=1- > pr® (16) operator for MGPLTSs.
i=0

Definition 12. Assumed that Li(p), L2(p).

where D (L1(p)) €[0,2] and F(L1i(p)) €0, 1]. ..., Ly (p) arem arbitrary PLTSs with the different

The score functio® (L2(p)), and uncertain function  granularity levels, andu (Ag) —u (Agry)], |

F (L2(p)) of La(p) can be expressed as: the weight of theL,(p), (a = 1,2, .., m). SUPDOSG
L1(p) is the BLTS. The multi- granulanty probabilis-
tic linguistic Choquet integral (MGPLCA) operator

2 is defined as
D(L2(p) = m
" MGPLCA(Ly(p), L2 (p) -, L (p))

[ (A0) —u (Ae)], { 2"(2)( 2"(2))}
(

i=0 j=0
17)
[ A(I)) “(A(i+1))] {gm"('")( '"”('"))}}
F(La(p)) = {[ (Ag) — u (Agsn)], {62 (52)}
n(1)-1 [n(2)-1 (18) [ (A(,) (A(i+l))] {gzn(l)( 2n<1))}
3 X b een) o i (A0) 1 (An)], {227 71}
i=0 \ j=0 ) @), 18 P

m+l (1) Y (A L)
whereD (L1(p)) € [0, 2] and F (L1(p)) € [0, 1]. ([ (40) = u (Ae)], Pj

According to Definition 10, Equation (15) and [ (Aw) —u (Ag)], P2
Equation (16) are used to compare two PLTSs with mnl)
the same granularity level. Based on score function ® [1(40) —u (4¢w)],, P1"7)
D (L2(p)) and uncertain functioff (L2(p)), the com- |j=0,..n()—
parison rules of MGPLTSs are as follows: 19)
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Theorem 3. Assumed thatL1(p), L2(p), ..., Lnu(p) R A
arem arbitrary PLTSs with the different granularity (1 (Ap) —u (Ag+n)]1 L1(P)

levels. Supposé1(p) is the BLTS, the aggregation ® [ (Aw) —u (Ag+n) ], L2(p)
outputs by MGPLCA operator is also a PLTS, where Ln() 1n(1)
= { 13 ([M (A@w) —u (Ag+)]y Py

MGPLCA (L1(p), L2(p). -, Lm(p))

(20) : . 2.n(2)
o _m+1n(1) [ m+1,.n(1) D | (Aw) —u(Au+1)) |, P
= [t (i) [ () = (Agsn)], 7F")
Proof. We can use mathematical induction to prove ’j =0,..,n()— 1}
this theorem.
(1) Whenm = 2, we derive - {5]3»’1(1)p?’"(1)’ j=0,..,n(1)— 1} )
_ i.e., whervn = 2, Equation (20) holds.
MGPLCA (L , L = .
(L1(p). L2(p)) (2) Assume that whem = ¢, Equation (20) holds.
[ (A@) = u (Agsn)] 1 L1 (P) Thatis

® [ (A@) —u (Ag+n)], L2 (p) -

. - (1 (Aw) —u (Agrn)] L1(P) @ ...
According toTheorem 1 and Definition 12, we
can derive ® [ (Aw) —u (Aw)], Le (P)

L(1) Y u (A Ln(1)
(1 (A0) = u (A)], La(p) = {5 _{ i ([“ (40) —u (Al py™ &
U 4 1 J
(L
([ (A0) = u (46s0)], P )] 5 =0 ccm () = 1) ® [ (Ag) — u (462)], ")

1j=0,...n()—1}

_ +1,n(1) g+1n)| .
1 (40) — (Age)], L2 (9) = {0l =0 @ -1,

n n Then, wh = 1, f Equati 9),
_ {§12 @ <[M (A(i)) . (A(i+1))]2p12 (1))’} haveen whenm = g + rom Equation (9), we

(1 (Aw) —u (Aerp) ], L1(P) @ ... ® [ (Ap) —u (An)], Le () @ [ (Aw) —u (Agr)],,q Lasa(p)

+2.n(1) (1 (A0) = u (Agn) ], 27" @ . @ [ (A0) —u (Asn)], P}V
= { 42 i=0,..n()—1

(1 (Aw) —u (Ag)], pe
— { §_?+2’"(1)P?+2’n(l)‘ ] — 0’ n (1) _ 1} ]
i.e., whermn = g + 1, Equation (20) holds.
According to (1) and (2), Equation (20) holds.
For Equation (19) and Equation (20), we can see

that the calculation method of PLTSs with the same

1=0,..,n(2) -1} granularity level or MGPLTSs are the same. There-
2n(d) 2n(2) fore, in the following, we use PLTSs with the same
= { S; ([,u (A(i)) —u (A(i+1))] 4 ) granularity level to prove the properties of MGPLCA
) operator.
1j=0,..,n(1) = 1}. (1) Commutativity: Assumed that
Then, L) = {3(r). ok (h)}  Lolw) =
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{B(B). B (rh)} ae o di
ferent PLTSs with the same granularity
level, then MGPLCA (L1(p), L2(p)) =
MG PLCA (L2(p). L1(p)).

Based on the Equation (9) and Equation (10), we
can easily get this result, it can be omitted here.

2) Boundedness: Assumed that
La(p) = {3 (p8) . ok, (P%,)

Lz(P)={gg(pé),...,g§g(p§g)} are  two
different PLTSs with the same granu-
larity level. MG PLCA (L1(p), L2(p)) =
{S) .3 (r%)}  =Lsr).  Then

2
0<> pP<1,(i=01,..2).
i=0

1

Proof. Wheng = 1, suppose there are two PLTSs,
Li(p) = {s5 (pg) - 51 (p1) - 53 (r2) } = {5 (@),
g%(b),g%(e)}, O<a+b+ex<l) and
La(p) = {s§ (p§) . s2 (P3) . 5 (p3)} =
{c3(). s2(d).s5(f)}, O<c+d+ f<1). And
the fuzzy measure of.1(p) is 0 < u (L1(p)) < 1,
the fuzzy measure df2(p) is 0 < u (L2(p)) < 1.
Calculate the weights df1(p) andL2(p) by Equa-
tion (3) and Equation (4). For simplicity, suppose the
weight of L1(p) is w1, the weight of Lao(p) is wp.
Then based on Equation (11), we can obtain

Li(p) ® La(p) = {si (010} ® wop?) i = 0,1,2}
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that
La(p) =

3) Monotonicity: Assumed
Li(p) = {5& (1) s -ees 52 (p%g) }

{;g (P§) - S5 (p%g)} are two different
PLTSs with the same granularity level. The
weights of Li(p) and Ly(p) are w1 and wp.
Then, adjust the probability ofLi(p), get

La(p) = {58 (P8) 51 (P1) s s 63, (p%g) }

(P3 > pd) and to make w1 = ws.
We have MG PLCA (L1(p), Lo(p)) =
{6 (p8) 3 (pD) .3, (P,) } =

La(p), MG PLCA (L3(p), L2(p)) =
{8 (18). 5 (1) 3, (P5s) } = Lo,
Thenpg < pg, pi4 > p?, i=12,..29.

Proof. When g=1,
there are two different
Li(p) = {55 (p5) - 51 (P1) - 52 (P2) } =
{s5(@,s1(®),s3(e)}, O<a+b+e<1)
and  La(p) = {§ (P§) . 1 (r]) . <3 (P3)} =
{6(). 5@, 5N} O<c+d+f=<1).

For simplicity, suppose the weight
Li(p) is w1, the weight of La(p) is wp.
Then, adjust the probability ofLi(p), get
La(p) = {s5 (p}) . <3 (P3) . 65 (P3)} =
{s5(4). 63 (). s3 (o)},
(A=a+B>a,B>00<A+b+e<1l),
and to makev; = ws.

Based on Equation (11), we have

suppose
PLTSs,

of

ac+a(l—wy)+c(l—w)

_J) .3
_{go ((l—a)g)(l—w1)+ac+a(1—w2)+c(l—w1)+bd+b(1—w2)+d(1—w1)+ef+e(1—w2)+f(l—w1)) ’

bd+b(1l—wr)+d(1l—wi)

3
o1 ((l—a)z)(l—a)l)+ac+a(l—w2)+c(1—w1)+bd+b(l—a)z)—i-d(l—wl)—i-ef-i-e(l—wz)-i—f(l—wl))’

ef +e(l—w)+ f(1— w1)

3
52 ((1—a)z)(l—wl)+ac+a(l—a)g)+c(1—a)l)+bd+b(l—w2)+d(1—w1)+ef+e(1—w2)+f(l—w1)>}

={s5 (1) s3(r}).s3(r3)} = Lalp)

Then

Pa+Pi+p=

acta(l—w))+c(l—w)+bd+b(l—wr)+dl—wi)+ef +e(l—w2)+ f(1— wi)

ac+a(l—w)+c(l—w)+bd+b(Al—w)+d(l—w)+ef +e(l—wr)+ f(1l—w1)+ (1—w)(l—wi)

Therefore, O< p3 + p3 + p3 < 1. Further, when

2g
§=23,..,0< 3 p?<1,(i=0,1,..,2g)holds.
i=0
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Li(p) & La(p) = { i (01p} ® w2p?) li = 0,1,2}

) oa ac+a(l—w2)+c(l—w1)
1% Q-—w)(l—w)+ac+a(l—w))+c(l—w1)+bd+b(A—w))+d(l—w1)+ef+e(l—wr))+ f(l—w1) )’

. bd +b(1— w) +d (1 — 1)
51 QL-—w)(l-w)+ac+a@l—w)+cAQ—w)+bd+b(l—w))+d(l—wi)+ef+e(l—w)+ fA—w1) )’

52 Ql-—w)(l-—w)+tac+a(l—w))+c(l—w1)+bd+b(l—w)+d(l—wi)+ef +e(l—wr)+ f(1—wy)

= {5 (n) . <1 (r1) . 52 (2) } = La(p)

4( ef +e(l—w2)+ f(1—wi) )}

La(p) @ La(p) = { i (wap} ® wzp?) i = 0,1,2}

_ 5 Ac+ AL —w2)+c(l—wi)
1O\ o) @ —o) tAct AL —wn) +cl—w)+bd+b(AL—wn) +d(l—w) tef +e(l—w)tfL—w) )

5 bd +b(l—wy)+d(1l—w)
o1 Q1-)A-w)+Ac+Al-—w)+c(l—w)+bd+b(l—w))+d(l—w)+ef +e(l—w)+ f(l—w1) )’

5( ef +e(l—w)+ f(L—aw) )}
S2

Q-—w)(l—w)+Ac+AQ—w))+c(l—w)+bd+b(l—w2)+d(Ql—w1)+ef +e(l—w2)+ f(1—w1)
={s5(r3).si (). <3 (p3)} = Ls(p).

Because oA = a + B > a, we can easily obtain

bd+b(1— w2)+d(1—wi)
(I-w)@—o)+ac+a(l—w)+c@—w)+bd+b(l—w)+d(l—w)+ef +e(Ll—wp)+ fL—w1)

bd+b(1—wy)+d(1l— wi) )
l-—w)(Ql-—w)+Ac+Al—-—w)+c(l—w)+bd+b(l—w)+d(l—w)+ef +e(l—wr)+ f(1—w1)

ef +e(l—w)+ f(1—w1) -
Q-—w)l—w)t+ac+a(l—w)+c(l—w1))+bd+b(Ll—wr))+d(l—w1)+ef +e(l—w)+ f(1— 1)

ef te(l—w))+ f(1—w1) .
L-o)Q-—w)+Ac+AQl—w)+c(l—w)+bd+b(l—w))+d(l—wi)+ef +e(l—w)+ f(1—w1)

and

Ac+A(Q—w2)+c(1—w1)
l-w)@—o)+Ac+A(l—w)+cl—w)+bd+bl—w)+d(l—w)+ef +e(l—wp)+ fL—w1)

ac+a(l—wy)+c(l—wy)
A—w)(l—w)+ac+al—w)+c(l—w)+bd+b(l—wr)+d(l—w)+ef+e(l—w)+ f(1—wi)

Obviously, pg < p3, pT > p3, ps > p3. And so on,
Wheng = 2, 3, ..., it holds.
Example 2.1t is assumed that there are four PLTSs:

Li(p)={55(0). 51 (0), ¢ (0.0833, 53 (0.8167) , ¢4 (0.) } , Lo(p)={5(0). 3 (0). 6% (0.05), <3 (0.8), ¢4 (0.19)} ,
La(p)={s3(0), 51 (0), 63 (0.1), 63 (0.7949 , ¢3 (0.1058 } , La(p)={3(0). 51 (0), 55 (0.05), c5 (0.8949, ¢4 (0.0556 }
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and  p (@) =0, u(Li(p)) =3/9, u(L2p)) = 4/9, n
(L3(p)) = 2/9, n(La(p)) = 3/9.

According to Equation (2), Equation (3), we derive=
—0.3333, then

w (L1(p), L2(p)) = 0.692 11 (L1(p), L3(p)) = 0.513,
w(L1(p), La(p)) = 0.602

w (L2(p), Ls(p)) = 0.61, u(L2(p), La(p)) = 0.692
w (Ls(p), La(p)) = 0.513,

w (L1(p), L2(p), La(p)) = 0.825, u(L1(p), L2(p), La(p))
=0.892

w (L1(p), L3(p), La(p)) = 0.747, u(L2(p), L3(p), La(p))
= 0.825,

w (La(p), L2(p). La(p), La(p)) = 1.

The according to Equation (19), we can get the result:

MG PLCA (Ly(p), L2(p), L3(p), La(p))
={52(0.0309, ¢3(0.5826, ¢4 (0.0612} .
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4.2. The procedure of proposed method

Based on the above calculations and discussion, we
summarize the decision-making process for a MAGDM
method by using MGPLCA operator. For a MAGDM
problem with MGPLTSs, letX = {x1, x2, ..., x,,} be a
set of alternatives,C = {cy, o, ..., c,} be the set of
attributes, andz = {eq, e, ..., ¢;} be a set of DMs, where,
x;(i=1,2,..,m) represents theth alternative,c; =
(j=1,2,...,n) represents thgth attribute and lew =
(u (c1),u(ca), ..., u(c,)) be the fuzzy measure vector of
attributesc; = (j = 1,2, ...,n), andu (c1, cz, ..., c,) = 1,
moreovere, (v =1, 2, ..., d) represents theth DM, and
let y = (y1, y2, ..., y4)" be the weight vector of the DMs
with ¢,(v=1,2,...,d), y,€[0,1],v=1,2,...,d and
d

Sy =1 Lets" = {§'r=1,2..,T} be a MGLTS,
v=1

M will choose a LTSS’ to give the decision matrix
D, = [L(p)], (=12 .,d), where L;"'(p) is a
PLTS, which represents the evaluation information of
the alternativex; (i = 1,2, ...,m) about the attribute
¢j(j=1,2,..,n) given by the DMe, (v=1,2, ..., d),
Fig. 1 shows the flow chart of the proposed MAGDM
methodology, and the specific steps of our proposed method
are as follows:

The preparation of MAGDM problem ::>

Alternative set, Attribute set, DM set
I

The first fusion

v
Give the weight of DMs

.

Evaluation information given by DMs

|
v y

DMs weighting of probability value

Calculate weights of attributes

| |
v

Group MGPLTSs decision matrix

The second fusion

A 4

Aggregation (the MGPLCA operator)

'

Calculate the score function D(R(w))

.

Calculate the uncertainty function F(R(w))

'

The final ranking

Fig. 1. Procedures involved in the created MAGDM method.
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Step 1.According to their own evaluation habits of DMs,  riculum design(c;), (2) teaching content and learning
DM ¢,(v=1,2, ...,d) can choose a LTS’ to give the resourcegc,), (3) faculty and teaching activiti€ss), user
decision matrix of MGPTLSs, respectively. Thehdeci- interface design and technical supp@rf). Assume that
sion matrices are obtained. Then multiply each probability the fuzzy measure of each attributeriép) = 0, u(c1) =
0.2, iu(c2) = 0.3, u(c3) = 0.4, u(cq) = 0.2. Three PLTSs
are with three, five and nine granularity level.

st — {gé"”(l) = bad, " = medium, ¢;"Y = good}

5212 — {gg‘"(z) = very bad, gf"l(z) = bad, gg’"(z) = medium, §32'"(2) = good, gi'"(z) = very g()()d}

S3,n(3) —
= medium, 63" = good, 53" = a little good, ¢3"°
value by the weight of the corresponding DM, and integrate

d decision matrices into one matrix.

gg’"(?’) = extremely bad, gf'"(s) = very bad, gg”"(s) = a little bad, gg’"(s) = bad, gj”"(s) }
) .

= very bad, gg‘"(s) = emely good

Step 1.The evaluation information given by three DMs
with MGPLTSs are shown in Tables 1-3.

Multiply the probability in the transformed evaluation
information by the weight of corresponding DM, and we
can integrate 3 decision matrices into one matrix shown in
Step 3.Choose a LTS as the BLTS. According to the r1able 4.
weights between different attributes, calculate the aggrega-
tion resultR; = MG PLCA (L1(p), L2(p), ..., L.(p)), i =
1,2, ..., m of each alternative by MGPLCA operator.

Step 2.Calculater by Equation (3) and calculate fuzzy
measure by Equation (2). Then, calculate weighfsof
attributes by Equation (4).

Step 2.According to Equation (3), we get= —0.2368.
Based on Equation (2), the fuzzy measures of the
attributes are obtained as follows:

Step 4.The score functio (R; (w)) can be calculated by
Equation (15) and the uncertainty functidi(R; (w)) can
be calculated by Equation (16) based on the aggregation i (c1, c2) = 0.4858, u(cy, c3) = 0.5811, u(cy, ca)

resultsk; (i = 1.2, ..., m). — 0.3905, ju(cp, ¢3) = 0.6716, ju(ca, ca) = 0.4858,

Step 5. According toDefinition 11, first compare score w(cs, ca) = 0.5811, (e, 2, c3) = 0.8398,
function D (R; (w)) of each alternative, if there are several

alternatives with the same score functibr(R; (w)), then 1t (c1, c2, ca) = 0.6628, ey, cs, ca) = 0.7536,
compare the uncertainty functign(r; (w)) of these alter- 1 (ca, c3, ca) = 0.8398, u(cy, ¢2, c3, ca) = 1.

natives. Finally, we can obtain the ranking of alternatives
and the optimal alternative.

Step 3. Suppose $2"@ is the BLTS. According
to the MGPLCA operator, we can get the result

5. Application examples R; (w), (i = 1,2, 3, 4) as follows:
In this section, an example about the online teaching Ri(w) =
quality evaluation is used to illustrate the application of the
created MAGDM method, and some comparisons of the {553"®(0.0242, c3"® (0.3500, 3"? (0.2604 } ,
created MAGDM method with other existing methods are
given.
Rz (w) =
5.1. Application of the created multi-attribute {5"®(0.3669 , ¢5"@ (0.2363 . 5;"® (0.0703 } ,
group decision-making method Rs(w) =
{s5"?(0.1972, c5"® (0.3623 . ¢5"@ (0.0718 } ,

Example 3. We invited three DMSE = {ey, e, e3}, and

assume that the weights of DMs aye= (y1, y», y3)* = R (w) =

(0.5,0.3,0.2)". There are four online teaching courses {gg.n(Z) (0.0237)4?'1(2) (0.34934;»1(2)

X = {x1, x2, x3, x4} to be evaluated based on four attributes

which are as follows: (1) teaching philosophy and cur- (0.2374, ¢{"® (0.0084 , 5;"® (0.0085 } .
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Table 1
The decision matrixD1 provided by the DMe;
C1 c2 c3 c4
3.1(3) 3.1(3)
n n Se (0.4, Se 0.3),
x1 §3.n(3) — {gg (3)(1)} {S‘;’ (3)(1)}
57" (06) <" 07)
3,n(3] 3,n(3
S5 @ (07) ’ S @ (02) ’ 3,n(3) 3,n(3)
x2 ) ) {a"Pw} {2y}
§5J1 (0.3 5_5,11 (0.8
5" (03). "3, " 09). {20}
3 n n n §4'
"3 (0.7) "3 (0.7) 33 (0.2)
: 3102 5909, (00 £ 03)
4 , 2
3" 08) ;" 02 53" 09
Table 2
The decision matrixD, provided by the DMe;
C1 c2 c3 Ccq
2,n(2) 2,n(2)
2.1(2) 1 S3 (0.4, S3 (0.9), 2.1(2) 1
x {s3"9W} - - {s3"W}
sa 7 (0.6) s 7(0.0)
" (05). " (04). 5"@(03). %" 03).
X2
53" (05) 53" (08) 55" (07) 55" (07)
"?03). 202 "?(08). 3" 089,
3 2.n(2) {§3v (1)} 2.n(2) 2.1(2)
53 (0.7) 53 (0.4 s, (0.2)
2.n(2) 2.n(2)
2.1(2) 1 2.1(2) 1 S (0.8), S2 0.7,
x4 {2"%0} {"Pm} 210 02 2000
2 - 3 -
Table 3
The decision matrixD3 provided by the DMe3
C1 c2 c3 Cc4
"0, L) "3, " (08).
1 1.n(1) {gz, (1)} 1.n(1) 1,n(1)
So (0.8) S5 0.7 S5 (0.4
x 5"V 01), "% 07), () "V (09),
2 1
21 (0.9) b1 (0.3) "1
&' 03), "V 08, 5" @ 04). "5,
X3
"V 0.7) "2 2"V (08) "V (05)
5”05, 5" (08), "?08), {0}
X4 1
) 5" 04 "7 02

D (Ro(w)) = 5 x

Step 4. The score function D(R;(w)) = (2 x 0.3665+ 3 x 0.2363+ 4 x 0.0703 = 0.8616;

n(1)-1 D (R3(w)) = § x
o] ; (s x pt"®)  for  Ri(w),(i=1.234) @ x 0.1972+ 3 x 03623+ 4 x 0.0718 = 0.8843;
are shown as follows: D (R4(w)) = 5X

(0 x 0.0237+ 1 x 0.3493+ 2 x 0.2374
D (Ry(w) = 3 x
(2 0.0242+ 3 x 0.35+ 4 x 0.2604 = 1.07; +3 > 0.0084+ 4 x 0.0085)= 0.4416.
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Table 4
The decision matrixD, after weighting
c1 c2 ‘3 ‘4
3.1(3) (0 o
sg (0.2, ;g’"@ .15
3,n(3) N > . ’
{305}, 57" (05), 7" 03, 203 (g 3
2t 2(2) 012 20(2) 02 S7 (0.35),
53" (0.3), s3 (012, g3 (0.27), 21 (g 3)
x1 S3 e
gi--'l(l) (0.04) , gj,n(Z) (018) s gi,n(Z) (003) s 1n(1) (0 12)
n 7 5‘1, . '
g;,n(l) (016) S‘;Y @ (02) §]]_” @ (006) ’ 1,n(1) (O 08)
3 .
(€] (3) S';Jl(l) ©19
3,n(3 3,n(3
S5 (035) s Sa (O 1) s §3.n(3) (0 5)
n n 1 4 o
& ® (0.15), > ® (0.4), S RICOR 21 (0 0g)
n n n §2. ’ '
5"@(015), 5"®(0.12), 51"?(0.09), 2@ (0.22)
x2 S3 o
"? (015, 5"®(0.18), 5" ? (021, )
51" (018,
" (0.02), @ (0.14). " 02) L1 (0.02)
S5 .
g%g)) (0.18) ;" (0.06) o
"3 (0.15), 04,
Sg (0.15) gg’n(s) (015 S6 04 S_‘Zf,n(?:) (0.5)
S_C<}.n(3) (0.35), gS,n(3) (0.1,
5 5_3,’!(3) (035 7 §2,n(2) (0.24)
'@ (0.09). 2 %" 018, 2
x3 53" (0.3), 5" (0.06),
s_2,}'!(2) (021) , 5‘2"1(2) (012) s
3 S,l,n(l) (0.16) 3 §l’n(l) (0.7)
., 1 -9 n 1 o
W 0,09, i 6" (0.08), )
Ln(1) 2009 La(1) 20
§23 . (0.14) I G s (0.12) 33
5" 01), 3" (04, "9 (05), "9 (029,
3" (0.4), 53"@ (.1, 2@ (0.29), 53"? (029),
x4 2" (0.3), "® (03, " (0.08), " @021,
"0, o012, o018, 53"? (009,
o™ (0.2) 51" (0.08) 53" (0,09 "2
Table 5
The evaluation information after changed by the M
c1 c2 3 ca
'@ (03, 37902, "9 07, " (09),
X4
39 (07) 3" (0.9) "9 03 D)
Table 6
The evaluation information after changed by the bM
c1 €2 ‘3 ca
2,n(2) 2.n(2)
(") (2@ "0, s (09).
X4 S2 S1 2@ (0.9) 2" (0.2)
2 : 3 ’
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Table 7
The evaluation information after changed by the M

C1 €2

c3 c4

" (0.8), " (0.6),

x4

iver | e

5"V 02 5"V 04

"M (08), "M 0.,

D N

"M 0.2) a"W(0.9)

Step 5.According to the score function results, we know
D (Ry(w)) > D (Rs(w)) > D(R2(w)) > D (R4 (w)).

The ranking of alternativesig > x3 > x, > x4. There-
fore, the optimal alternative is;.

5.2. Validity and reliability test of the created
MAGDM method

For the same decision-making problem, different
MAGDM methods will lead to different results. Wang and
Triantaphyllou [49] presented three test criteria to verify
the reliability and validity of the MAGDM methods.

Test criteria 1. An effective MAGDM method, without
changing the attribute weights, if a non-optimal alterna-
tive replaces another non-optimal alternative, the optimal
alternative should not be changed.

According to Test criteria 1, change the evaluation
information of three DMs on alternativg in Example 3.

Based on the above steps, we can get

R4 (w) = {5 (0.0759 , c;"® (0.2697),
5"?(0.2697) . ¢5"? (0.0089 } .

1
D (Rs(w)) = 5 (0 x 0.0745+ 1 x 0.2693

+2 x 0.2651+ 4 x 0.0083 = 0.4212

Because D(R1(w)) > D(R3(w)) > D(R2(w)) >
D(R4(w)), theranking of alternativesis > x3 > x2 > xg4,
and the best alternative is;. Therefore, the created
MAGDM method passed thEest criteria 1.

Test criterion 2. An effective MAGDM method should
have transitivity.

Test criterion 3. A MAGDM problem is divided into
several sub-problems, which are calculated by the same
MAGDM method. The comprehensive ranking of the alter-
natives should be the same as the ranking of the original
MAGDM problem.

According toTest criteria 2 and Test criteria 3, we
divide the four alternatives iBxample 3into two parts. The
first part is to evaluatéx;, x,, x3}, and the second part is
to evaluat€x,, x3, x4}, and other information iExample
3 remains unchanged.

Based on the proposed MAGDM method, we get that the
ranking of the first partis; > x3 > x,, and the ranking of
the second part i3 > x, > x4. Combine the two rankings
to get the comprehensive ranking > x3 > x, > x4. This
ranking resultis the same as the original MAGDM problem.
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Therefore, the created MAGDM method passed Thast
criteria 2 andTest criteria 3.

5.3. Comparison analysis and discussion

In order to further verify the effectiveness of the pro-
posed method, it is compared with the existing four
MAGDM methods: Lei et al.'s method [42] based on the
TOPSIS; Lu etal.'s method [43] based on the TOPSIS; Mao
et al's method [44] based on the Generalized probabilis-
tic linguistic Hamacher weighted averaging (GPLHWA)
operator; Wang's method [33] based on prospect theory
(PT). It is assumed thay =1, A =1 for Mao et al’s
method [44], and it is assumed that= 1, 6 = —2.25,

o =0.88, and 8 = 0.88 for Wang's method [33]. We
set the attribute weight vector iExample 3 t0 w =
(w1, wa, w3, wy)" = (0.18,0.27,0.37,0.18)", other infor-
mation remains unchanged. The ranking results of the
online teaching courses iBxample 3 for the different
methods are listed in Table 8.

From Table 8, we can find that only the proposed method
and Wang's method [33] can get the same ranking result,
i.e., x1 > x3 > xp > x4, Whereas Lei et al’s method [42],
Lu et al.'s method [43] and Mao et al.'s method [44] cannot
getthe ranking results. Because these three methods cannot
handle MGPLTSs. Therefore, in order to make these three
methods can get ranking results, we transform MGPLTSs
into the same granularity level by Equation (5) and Equation
(6) show in Tables 9, 10 and 11. Then, we use these three
methods to calculate and rank four alternatives, and the
results are listed in Table 11.

In Table 12, all methods derive the same Ranking result,
i.e.,x1 > x3 > x2 > x4. This can prove that the method in
this paper is effective. But Lei et al.'s method [42], Lu et
al's method [43], Mao et al’s method [44] and Wang's
method [33] have different shortcomings in processing
PLTSs. Thus, inwhat follows, we specifically analyze these
methods.

(1) The Shortcomings of Lei et al.'s method [42], Lu et
al.'s method [43]: First, these two methods cannot directly
handle MGPLTSs. Before calculation, these two methods
need to transform MGPLTSs into the same granularity
level. Of course, the transformation function we proposed
can handle this problem well. Second, these two methods
are based on TOPSIS, so they can only give the relative
ranking result, and cannot give the comprehensive values
of alternatives, further, they can also lead to the change
of ranking results when the alternatives are increased or
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Table 8
Ranking of alternatives from two methods for Example 3
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Approaches

Score values

Ranking

Lei et al.'s method [42]

(Based on the PL- TOPSIS method)

Lu et al.'s method [43] (Based on the PL- TOPSIS method)
Mao et al.'s method [44] (Based on the GPLHWA operator)

Wang’s method [33] based on the (PLTSs operator)

The created method (Based on the MGPLCA operator)

Cannot be Obtained

Cannot be Obtained
Cannot be Obtained
C1=0.87,C =0.36,

C3 =049, C; =0.31.
D(Ry(w)) = 1.06, D(R2(w)) = 0.79,

D(R3(w)) = 0.88, D(R4(w)) = 0.44,

X1 > X3 > X2 > X4

X1 > X3 > X2 > X4

Table 9
The decision information provided by the DM transformed into 5 granularity level
C1 c2 c3 c4
s3"@(05), 5" ©5), 5" 07, 5" (0.69),
X1
gi:.n(Z) (05) gi:.n(Z) (05) S_‘f‘S,n(Z) (03) gi:.n(Z) (035)
s"® (039, s2"?08), 3002 22
x2 - ) {&"Pw} {>"Pw}
S5 (0.65) 53" (0.4)
"? 019, "9 (015, 5"?(09). {570}
X3 S2
3@ (0.85) 3@ (0.85) 3@ (0.1)
3" (08). 3" (0.4, ) 7"@.79).
4 3.1(2) 3.1(2) {gl’ (1)} 3.1(2)
s (0.4) s, (0.6) s, (0.25)
Table 10
The decision information provided by the D& transformed into 5 granularity level
C1 c2 c3 cq
2,n(2) 2,n(2)
i { gg‘n(z)(l)} S3 0.4), S3 (0.9), {gg,n(z)(l)}
2" (0.6) c2"@(0.1)
" (05). 3" (04). "@(03). %"?03).
X2
53" (05) 53" (08) "7 "7
5" 03). {2 "?(00). 5"?(089).
XB n §3 n n
") 55" (04 53" (02)
2,n(2) 2.n(2)
i . 2" (08). 2"@ 7).
x4 {2} {"Pw}

2@ (0.2)

2@ (0.3)

decreased. As mentioned in the previous section, the effec- processing PLTSs by these two methods, the sum of PLTS
tive MAGDM method should be verified by the three test may be less than one, which requires the normalization of
criteria presented by Wang and Triantaphyllou [49]. Among  PLTS.

the three test criterialest criteria 2 is necessary for an (2) The Shortcomings of Mao et al.'s method [44]: First,
effective MAGDM method, i.e., it should have transitivity, ~ this method is the same as Lei et al's method [42], Lu
andTest criteria 3 is the consistency between the smaller et al's method [43], they can only be used in the PLTSs
MAGDM problems and the original MAGDM problem. environment, and can't directly deal with MGPLTSs. By
Obviously, these two methods do not have transitivity, and combined with our transformation function, we can get the
cannot pass the verification of consistency. Therefore, these ranking results in the complex MGPLTSs environment. It
two methods are not completely effective. We have verified is worth mentioning that our transformation function is not
the created method has pas3edt criterions 1, 2, 3and only applicable to these three methods, but also effective
is an effective MAGDM method. Third, in the process of for many operators and methods in PLTSs environment.
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Table 11
The decision information provided by the D& transformed into 5 granularity level
c1 c2 c3 cq
"2, @) "?03). "?08),
1 1.n(2) {g"’ (1)} 1.n(2) 1,1(2)
S4 (0.8) Sq (0.7) Sa 0.4
'@ 0.1, 2"? 0. (@) "? 09,
X2 542,
53"?(09) 53"?(03) s3"@ 1)
5?03, 5" 08), 5"®04). 5"?085),
X3
A ) "9 0.2 " (06) " (05)
5" ?(05), " 08). 5" 08), (@)
X4 So
53" (05) 53" (0.4) 53"?02)
Table 12
Ranking of alternative from two methods for Example 3
Approaches Score values Ranking

Lei et al.'s method [42] (Based on the PL- TOPSIS method)

Lu et al.’'s method [43] (Based on the PL- TOPSIS method)

Mao et al.'s method [44] (Based on the GPLHWA operator)

Wang’s method [33] (based on the PLTSs operator)

PLRCD(PLAy, PLPIS) =0,

PLRCD(PLA, PLPIS) = 0.62,
X1 > X3 > X2 > X4
PLRCD(PLAs, PLPIS) = 0.5,

PLRCD(PLAg4, PLPIS) = 1.
PLRCD(PLA1, PLNIS) = 1,

PLRCD(PLA, PLNIS) = 0.35,
X1 > X3 > X2 > X4
PLRCD(PLAs, PLNIS) = 0.50,

PLRCD(PLA4, PLNIS) =0.
CD1 =0.88,CD, = 0.29,
X1 > X3 > X2 > X4
CD3=0.53,CDy =0.
C1=0.87,C =0.36,
X1 > X3 > X2 > X4
C3 =049, C, =0.31.

D(R1(w)) = 1.06, D(R2(w)) = 0.79,
D(R3(w)) = 0.88, D(Ra(w)) = 0.44.

The created method (Based on the MGPLCA operator)

X1 > X3 > X2 > X4

Second, this method cannot avoid the normalization of
PLTS.

(3) The Shortcomings of Wang’s method [33]: First, this
method can handle MGPLTSs, but it also needs to trans-
form the original MGPLTSs into the same granularity level
before starting the calculation. That is, this method can-
not directly aggregate MGPLTSs. But the proposed method
based on the MGPLCA operator can directly aggregate the
original MGPLTSs. Second, the method in [33] needs to be
normalized twice, which increases the complexity of the
operations. Different from this method [33], the proposed
MAGDM method based on the MGPLCA operator omits
the normalization of PLTS, which can undoubtedly reduce
the complexity of the calculation. Third, the calculation
results of this method [33] are not PLTSs, which means
that operator leads to loss of probability information. On
the contrary;Theorem 3shows that the calculation result
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of MGPLCA operator in the proposed method is still PLTS.
So, the proposed MAGDM method avoids the loss of deci-
sion information, especially probability information, and

the ranking results are more credible.

In summary, the advantages of the proposed method are
that it can not only directly deal with MGPLTSs, but also
avoids the problem of loss of decision information during
the calculation process, and there is no need to normalizing
the PLTSs, which reduces complexity.

6. Conclusion

In the Internet era, especially due to the impact of the
COVID-19, online teaching has become particularly sig-
nificant, and online teaching quality evaluation is a key for
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improving the quality of online teaching. Therefore, we
choose MGPLTSs to reflect the preferences and habits of
different DMs and the importance of different linguistic
terms, and propose a hew MAGDM method to evaluate
the quality of online teaching. First, propose the transfor-
mation function of MGPLTSs based on the proportional
2-tuple fuzzy linguistic representation model. On this basis,
the operational laws and comparison rules of MGPLTSs
are presented. Then, considering the relationship among
attributes, propose MGPLCA operator based on PLTSs and
Choquetintegral, and prove the properties of the MGPLCA
operator. At the same time, develop a MAGDM method
which does not need to consider the process of normalizing
the PLTSs. Furthermore, provide a case of online teach-
ing quality evaluation to illustrate reliability and validity

of the created MAGDM method. Finally, compare the cre-
ated MAGDM method with some existing methods, and
illustrate the advantages of our MAGDM methods. Based
on the case study, we can know that the created MAGDM
method can be effectively applied to online teaching quality
evaluation. However, there are also some limitations of the
proposed method. First, we have verified the properties of
the proposed MGPLCA operator, including commutativity,
boundedness and monotonicity, but the MGPLCA operator
has no idempotency. Second, the proposed MGPLCA oper-
ator, combined with Choquet integral, can be used to deal
with the problem of the relationship between attributes, but
it cannot handle the situation where the attribute weight is
completely unknown.

In the future, we can extend the proposed method to
the situation where the attribute weights are completely
unknown, at the same time, we will also study consensus
measure by considering the consensus among DMs with
different cognitive and knowledge backgrounds.

Acknowledgement

This paper is supported by the National Natural Science
Foundation of China (No. 71771140), Project of cultural
masters and “the four kinds of a batch” talents”, the Special
Funds of Taishan Scholars Project of Shandong Province
(No. ts201511045).

References

[1] W. He, G.D. Xu and S.E. Kruck, Online IS education for
the 21st centuryThe Journal of Information and Systems

in Education25(2) (2014), 101-105.

[2] D.Bennett, C. McCarty and S. Carter, Teaching Graduate
Economics: Online vs. Traditional Classroom Instruction,
Journal for Economic Educatorkl(2) (2019), 1-11.

[3] F. Martin, A.D. Ritzhaupt, S. Kumar and K. Budhrani,

Award-winning faculty online teaching practices: Course
design, assessmentand evaluation, and facilitdtiternet
and Higher Educatiod2 (2019), 34—43.

162

[4]

(5]

(6]

[7]

(8]

El

(10]

(11]

[12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]

(20]

9933

S.J.Jones and K.A. Meyer, Introduction to the special issue:
Faculty development for online teachir@pline Learning-
formerly The Journal of Asynchronous Learning Networks
16(2) (2012), 5-7.

S.W. Schmidt, C.M. Tschida and E. Hodge, How Fac-
ulty Learn To Teach Online: What Administrators Need
to Know, Online Journal of Distance Learning Adminis-
tration 19(1) (2016).

J. Rhode, S. Richter and T. Miller, Designing Personalized
Online Teaching Professional Development through Self-
AssessmenflTechtrend$1(5) (2017), 444-451.

V. Diaz, P.B. Garrett, E.R. Kinley, J.F. Moore, C.M.
Schwartz and P. Kohrman, Faculty Development for the
21st CenturyEducational Review4(3) (2009), 46-55.

P.D. Liuand F. Teng, An extended TODIM method for mul-
tiple attribute group decision making based on intuitionistic
uncertain linguistic variablesJournal of Intelligent and
Fuzzy Systen29(2) (2015), 701-711.

F. Teng, P.D. Liu, L. Zhang and J. Zhao, Multiple attribute
decision-making methods with unbalanced linguistic vari-
ables based on maclaurin symmetric mean operators,
International Journal of Information Technolo@y Deci-
sion Making18(01) (2019), 105-146.

P.D. Liu and F. Teng, Multiple attribute group decision
making methods based on some normal neutrosophic num-
ber Heronian Mean operatordournal of Intelligent and
Fuzzy Systent2(3) (2017), 2375-2391.

L.A. Zadeh, The concept of a linguistic variable and its
application to approximate reasoning—-formation Sci-
ences3(3) (1975), 199-249.

F. Herrera, E. Herrera-Viedma and J.L. Verdegay, A model
of consensus in group decision making under linguistic
assessments$;uzzy Sets and System8(1) (1996), 73—
87.

F. Herrera, E. Herrera-Viedma and L. Martinez, A fusion
approach for managing multi-granularity linguistic term
sets in decision making;uzzy Sets and Systerh$4(1)
(2000), 43-58.

F. Herrera and L. Martinez, A 2-tuple fuzzy linguistic
representation model for computing with word&EEE
Transactions on Fuzzy Syste&{§) (2000), 746—752.

J.H. Wang and J.Y. Hao, A new version of 2-tuple
fuzzy linguistic representation model for computing with
words,|IEEE Transactions on Fuzzy Systeld$3) (2006),
435-445.

R.M. Rodriguez, L. Martinez and F. Herrera, Hesitant
Fuzzy Linguistic Term Sets for Decision MakintEEE
Transactions on Fuzzy Systegt{1) (2012), 109-119.

C.P. Wei, Z. Ren and R.M. Roidjuez, A hesitant fuzzy
linguistic TODIM method based on a score functibrigr-
national Journal of Computational Intelligence Systens
(2015), 701-712.

H. Liu and R.M. Rodiguez A fuzzy ervelope for hesitant
fuzzy linguistic term set and its application to multicri-
teria decision makinglnformation Science&58 (2014),
220-238.

H.C. Liao, Z. Xu and X.J. Zeng, Distance and similarity
measures for hesitant fuzzy linguistic term sets and their
application in multi-criteria decision makintpformation
Science®71(2014), 125-142.

H.C. Liao and Z.S. Xu, Approaches to manage hesitant
fuzzy linguistic information based on the cosine distance
and similarity measures for HFLTSs and their application
in qualitative decision makindsxpert Systems with Appli-
cations42(12) (2015), 5328-5336.



9934

[21]

[22]

[23]

[24]

[25]

[26]

(27]

(28]

[29]

[30]

[31]

[32]

(33]

[34]

[35]

(36]

[37]

P. Liu et al. / Online teaching quality evaluation based on multi-granularity probabilistic linguistic term sets

H.C. Liao, Z.S. Xu, X.J. Zeng and J.M. MetigQualitative
decision making with correlation coefficients of hesitant
fuzzy linguistic term setsKnowledge Based Systemg
(2015), 127-138.

B. Zhu and Z.S. Xu, Consistency Measures for Hesitant
Fuzzy Linguistic Preference RelationEEE Transactions
on Fuzzy Systen22(1) (2014), 35-45.

Z.B. Wu, J.P. Xu, X.L. Jiang and L. Zhong, Two MAGDM
models based on hesitant fuzzy linguistic term sets with
possibility distributions: VIKOR and TOPSI&formation
Science€73(2019), 101-120.

M.W. Lin, H.B. Wang and Z.S. Xu, TODIM-based
multi-criteria decision-making method with hesitant fuzzy
linguistic term setsArtificial Intelligence Review (2019),
1-25.

G.W. Wei, Interval valued hesitant fuzzy uncertain lin-
guistic aggregation operators in multiple attribute decision
making, International Journal of Machine Learning and
Cybernetic/(6) (2016), 1093-1114.

P.D. Liu, Y. Li, M.C. Zhang, L. Zhang and J. Zhao,
Multiple-attribute decision-making method based on hesi-
tant fuzzy linguistic Muirhead mean aggregation operators,
Soft Computin@2(16) (2018), 5513-5524.

J.H. Zhu and Y.L. Li, Hesitant Fuzzy Linguistic Aggre-
gation Operators Based on the Hamacher t-norm and
t-conorm,Symmetry10(6) (2018), 189-219.

Q. Pang, H.Wang and Z.S. Xu, Probabilistic linguistic term
sets in multi-attribute group decision makirigformation
Science$69(2016), 128-143.

C.Z. Bai, R. Zhang, L.X. Qian and Y.N. Wu, Compar-
isons of probabilistic linguistic term sets for multi-criteria
decision makingKnowledge-Based Systerh$9 (2017),
284-291.

P.D. Liu and X.Y. You, Probabilistic linguistic TODIM
approach for multiple attribute decision-maki@anular
Computing2(4) (2017), 333-342.

P.D. Liu and F. Teng, Probabilistic linguistic TODIM
method for selecting products through online product
reviews,Information Science485(2019), 441-455.

J.X. Wang, Y.Z. Liu and X.M. Chen, A MAGDM model
with multi-granular probabilistic linguistic powemter-
national Conference on Information Science and Control
Engineering(2018), 1030-1035.

J.X. Wang, A MAGDM algorithm with multi-granular
probabilistic linguistic information, Symmetry 11(2)
(2019), 127.

Y.M. Song and G.X. Li, A large-scale group decision-
making with incomplete multi-granular probabilistic
linguistic term sets and its application in sustainable sup-
plier selectionJournal of the Operational Research Society
70(5) (2019), 827-841.

X.J. Gou and Z.S. Xu, Novel basic operational laws for
linguistic terms, hesitant fuzzy linguistic term sets and
probabilistic linguistic term setfiformation Science372
(2019), 407-427.

X.K. Wang, J.Q. Wang and H.Y. Zhang, Distance-based
multicriteria group decision-making approach with proba-
bilistic linguistic term setsExpert System36(2) (2019),
1-18.

P.D. Liu and Y. Li, An extended MULTIMOORA
method for probabilistic linguistic multi-criteria group
decision-making based on prospect the@ymputers and
Industrial Engineerindl36 (2019), 528-545.

163

(38]

(39]

[40]

[41]

[42]

(43]

[44]

[45]

[46]

[47]

(48]

[49]

(50]

[51]

(52]

(53]

A. Kobina, D.C. Liang and X. He, Probabilistic Linguis-
tic Power Aggregation Operators for Multi-Criteria Group
Decision Making Symmetn®(12)(2017), 320.

M. Sugeno,Theory of fuzzy integral and its application,
Ph.D. Dissertation, Tokyo Institute of Technology, Tokyo,
Japan, 1974.

T. Murofushi and M. Sugeno, An interpretation of fuzzy
measures and the Choquet integral as an integral with
respect to a fuzzy measurfeyzzy Sets and Syste@®(2)
(1989), 201-227.

S.X. Chen, J.Q. Wang and T.L. Wang, Cloud-based ERP
system selection based on extended probabilistic linguistic
MULTIMOORA method and Choquet integral operator,
Computational and Applied Mathemati&8(2) (2019),
88.

F. Lei, G.W. Wei, H. Gao, J. Wu and C. Wei, TOPSIS
Method for Developing Supplier Selection with Probabilis-
tic Linguistic Information International Journal of Fuzzy
System$2020), 1-11.

J.P. Lu, C. Wei, J. Wu and G.W. Wei, TOPSIS Method for
Probabilistic Linguistic MAGDM withEntropyWeight and

Its Application to Supplier Selection of New Agricultural
Machinery Product&ntropy21(10) (2019), 953.

X.B. Mao, M. Wu, J.Y. Dong, S.P. Wan and Z. Jin, A new
method for probabilistic linguistic multi-attribute group
decision making: Application to the selection of finan-
cial technologiesipplied Soft Computing7 (2019), 155—
175.

F. Herrera and L. Mamez, A model based on linguistic
2-tuples for dealing with multigranular hierarchical lin-
guistic contexts in multi-expert decision-makind;EE
Transactions on Systems, Man, and Cybernetics Part B
(CyberneticsB1(2) (2001), 227-234.

Z. Wang and G.J. Klir, Fuzzy Measure Theory, Plenum
Press, New York, 1992.

J.L. Marichal, An axiomatic approach of the discrete Cho-
quetintegral as a tool to aggregate interacting criteeaE
Transactions on Fuzzy Syste&{§) (2000), 800-807.

P. Liand C.P. Wei, An emergency decision-making method
based on D-S evidence theory for probabilistic linguistic
term setslnternational Journal of Disaster Risk Reduction
37(2019), 101178.

X.T. Wang and E. Triantaphyllou, Ranking irregularities
when evaluating alternatives by using some ELECTRE
methodsOmega36(1) (2008), 45—63.

P.D. Liu and L.L. Rong, Multiple attribute group decision-
making approach based on multi-granular unbalanced
hesitant fuzzy linguistic informatiomternational Journal

of Fuzzy Systen#2(2) (2019), 1-15.

H.B. Liu, Y. Liu, L. Xu and S. Abdullah, Multi-attribute
Group Decision-making for Online Education Live Plat-
form Selection Based on Linguistic Intuitionistic Cubic
Fuzzy Aggregation Operatorsnternational Journal of
Fuzzy Systems, 2020. DOI:10.21203/rs.3.rs-29617/v1
M.W. Lin, C. Huang, Z.S. Xu and R.Q. Chen, Evaluat-
ing loT Platforms Using Integrated Probabilistic Linguistic
MCDM Method, IEEE Internet of Things Journaf(11)
(2020), 11195-11208.

Z.M. Liu, H.X. Xu, Y.N. Yu and J.Q. Li, Some g-rung
orthopair uncertain linguistic aggregation operators and
their application to multiple attribute group decision mak-
ing, International Journal of Intelligent Systen:!(10)
(2019), 2521-2555.



[54]

[55]

P. Liu et al. / Online teaching quality evaluation based on multi-granularity probabilistic linguistic term sets 9935

Z.M. Liu, S. Wang and P.D. Liu, Multiple attribute group
decision making based on g-rung orthopair fuzzy Hero-

nian mean operator#nternational Journal of Intelligent
System83(12) (2018), 2341-2363.

M.W. Lin, Z.S. Xu, Y.L. Zhaiand Z.Q. Yao, Multi-attribute
group decision-making under probabilistic uncertain li

n-

guistic environmentJournal of the Operational Research

Society69(2) (2017), 157-170.

164

[56]

[57]

M.W. Lin, Z.Y. Chen, H.C. Liao and Z.S. Xu, ELECTRE Il
method to deal with probabilistic linguistic term sets and its
application to edge computinijonlinear Dynamic96(3)
(2019), 2125-2143.

M.W. Lin, H.B. Wang, Z.S. Xu, Z.Q. Yao and J.L. Huang,
Clustering algorithms based on correlation coefficients for
probabilistic linguistic term set$nternational Journal of
Intelligent System33(12) (2018), 2402—-2424.



Journal of Physics: Conference Series

PAPER « OPEN ACCESS You may also like
Research on the Quality Evaluation for Training of '—"é%gizigﬂéi"n‘fa”é:g"éﬂniﬁL?rfiﬂih"zeg;féﬁ.wra.
Undergraduate Majoring in Logistics Management Jun Li, Hongmei Gao and Yuchuan Liu
and Engineering Based on Improved TOPSIS P —

Method Lijuan Liu

- Research on the Influence of New
Generation of Information Technology on

. . L . . Contemporary Enterprise Logistics
To cite this article: Tongtong Nie 2021 J. Phys.: Conf. Ser. 1931 012004 Management Information System

Zongguo Zhang, Yue Liu, Jiong Zhang et
al.

View the article online for updates and enhancements.

@ The Electrochemical Society
Advancing solid state & electrochemical science & technology

May 29 — June 2, 2022 Vancouver « BC « Canada
Abstract submission deadline: Dec 3, 2021

Connect. Engage. Champion. Empower. Acclerate.
We move science forward

This content was downloaded from IP address 211.137.205.20 on 26/11/2021 at 10:43

165


https://doi.org/10.1088/1742-6596/1931/1/012004
https://iopscience.iop.org/article/10.1088/1742-6596/887/1/012004
https://iopscience.iop.org/article/10.1088/1742-6596/887/1/012004
https://iopscience.iop.org/article/10.1088/1742-6596/887/1/012004
https://iopscience.iop.org/article/10.1088/1742-6596/1992/2/022128
https://iopscience.iop.org/article/10.1088/1742-6596/1992/2/022128
https://iopscience.iop.org/article/10.1088/1742-6596/1648/4/042039
https://iopscience.iop.org/article/10.1088/1742-6596/1648/4/042039
https://iopscience.iop.org/article/10.1088/1742-6596/1648/4/042039
https://iopscience.iop.org/article/10.1088/1742-6596/1648/4/042039
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsuPGTJmnLwAjZjrzuU0XGT_zRaoK-fA0GT4O7JnKu9gZi74_HfxeMdraaVWCeyZUfCacqtTQ8g3c2FMFPQRdAIF4xZuG9rNuFTI0B0e5RH4uqveqy2icLkgx6j15o0OP0Q_NZFcGJXEp2jhlIhHrsqJoeUBn05ldQWcgbAWj1ZBEILJoGfWFcCOpoplYJ7CnzH_IJvtZJrVwiDyhHOPv4FeheU0kOK4xwMl_ru1CYHzMnodAz7J0XlTT5OybJz7CZwHVioubDGYhlFonxLCP2cyXDfgaqG5ipg&sig=Cg0ArKJSzFm4sPV0l32Z&fbs_aeid=[gw_fbsaeid]&adurl=https://ecs.confex.com/ecs/241/cfp.cgi%3Futm_source%3DIOP%26utm_medium%3DDLAds%26utm_campaign%3D241AbstractSubmit

ICAIE 2021 IOP Publishing
Journal of Physics: Conference Series 1931(2021) 012004  doi:10.1088/1742-6596/1931/1/012004

Resear ch on the Quality Evaluation for Training of
Undergraduate Majoring in L ogistics Management and
Engineering Based on Improved TOPSIS M ethod

Tongtong Nie

School of Management Science and Engineering, Shandong University of Finance and
Economics, Jinan, China

20091414@sdufe.edu.cn

Abstract. In view of the Training Quality of Undergraduate Magjoring in Logistics
Management and Engineering, an improved TOPSIS method based on combinatorial weight is
proposed to evaluate the training quality of undergraduate majoring in logistics management
and engineering. Firstly, the paper studies and analyses the related literatures of training quality
of undergraduate majoring in logistics management and engineering, and puts forward a set of
evaluation of training quality indicator system for the undergraduate majoring in logistics
management and engineering. Secondly, the objective weight and subjective weight of each
indicator are determined by using the variable coefficient method based on mixed data and the
improved AHP method based on triangular fuzzy number, and on this basis, the combined
weight of each indicator is calculated by using the maximum method of comprehensive
evaluation value. After that, the improved TOPSIS method is used to rank the training quality
for undergraduate majoring in logistics management and engineering.

1. Introduction

In the 21st century, the development of the logistics industry presents the characteristics of the era of
intelligence and knowledge. On the one hand, the widespread application of Al technology and
automation technology has enabled the production and dissemination of logistics knowledge to break
through the limitations of time and space, and accel erate the cross-integration of different disciplines,
and give birth to new retail models such as Hema Fresh and Super Species; on the other hand, the
explosive growth of logistics knowledge creation and the continuous shortening of the transformation
cycle of logistics-related scientific research achievements have brought unprecedented challenges to
the training of logisticstalents.

In view of how to improve the quality of logistics talent training, the Ministry of Education
promulgated the "National Standards for Teaching Quality of Undergraduate Majoring in Logistics
Management and Engineering " in 2017 as the national standard and basic requirement for the training
quality of logistics talents”. The standard points out that logistics management and engineering
undergraduate majors include logistics management, logistics engineering and procurement
management, and are committed to training compound professionals who can solve the theoretical and
practica problems of logistics management and engineering science in social and economic system.
The Ministry of Education promulgated the " National Standards for Teaching Quality of
Undergraduate Majoring in Logistics Management and Engineering”, mainly to establish a sound
quality assurance and monitoring and evaluation system, so that the quality of higher education can be
evaluated, compared and monitored. However, for colleges and universities with logistics maors, it is

Content from this work may be used under the terms of the Creative CommonsAttribution 3.0 licence. Any further distribution
of thiswork must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
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il difficult to evaluate quality according to this standard. At present, the establishment of standards
is to explore the formation of higher education quality standards that are in line with national
conditions and school conditions. Therefore, how to find out the problems in the quality standard of
undergraduate talent training under the new situation and construct a path is of great significance to
enhance the cultivation of students comprehensive quality and improve the quality of higher
education. This paper will discuss it through the method of evaluating the training quality of
undergraduate majoring in logistics management and engineering.

2. Thequality evaluation indicator system for training of under graduate majoring in logistics
management and engineering

Because of the many factors involved in the evaluation of quality for training of undergraduate
majoring in logistics management and engineering, this paper follows the principles of scientificness,
representativeness, hierarchy and systematicness, and summarizes six indicators that can best measure
the role of Quality for Training of Undergraduate Majoring in Logistics Management and Engineering
from many indicator: Construction of school professional condition(B;)?,Reasonable optimization of
curriculum system and teaching content(B,)™, Comprehensive quality of graduates(Bs), Basic
qualities and needs of students(B,)" Quality of practical teaching activities(Bs)!®¥, and Teachers
quality and ability and willingness to invest in Teaching(Be)!®.each of which has multiple secondary
indicators. The indicator system established based on the above five primary indicators and 15
secondary indicatorsis shownin Table 1.

Table 1. Quality for Training of Undergraduate Majoring in Logistics Management and Engineering

evaluation indicator system

First level indicator Second level indicator

Students' professional education needs(C)
Construction of practice teaching site for
professional courses(Ciy)

Library construction(Cyz)

The construction of online courses(Cy4)

Campus learning atmosphere(Cis)

Reasonabl e business training target positioning(C,;)
The rationality of professional basic courses(C,y)

Construction of school
professional condition(B)

Thequality  Reasonable optimization of ~ Reasonable setting of professional orientation
evaluation curriculum system and courses(Cys)
indicator teaching content(B,) Reasonable setting of professional practice
systemfor courses(Cys)
training of Practicality of professional courses(Cys)
undergradua . o .
> " Ideological and political quality(Cs;)
te majoring _ _ T .
in logistics Comprehensive quality of Scientific and cultural quality(Csy)
managemen graduates(Bs) Physical and mental quality(Css)
tand Professional quality(Cas)
engineering Basic knowledge reserve of students

Basic qualities and needs of
students(B,)

(Car)

Students' learning skills(Cjy)

Students' learning strategies(Cgs)
Students' professional education needs(Cys)

Quality of practical teaching
activities(Bs)

Students' English listening and speaking ability(Cs;)

Student's Chinese expression
ability(Csy)
Web design and production
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capability(Csz)

Network programming ability(Csys)

Team writing ability(Css)

Familiarity with logistics facilities and

equipment(Css)

Website maintenance and management

capabilities(Cs7)

Teacher's knowledge reserve capacity(Cey)
Teachers quality and ability Teacher:s practicgl teachi ng abil i.ty(Cez)
and willingness to invest in Teacher's theoretical teaching ability

Teaching(B (Ces)
9(Bo) Teacher's willingnessto teach

(Ces)

3. Research methods

3.1. Indicator weight calculation

In this paper, the hybrid decision matrix based on variation coefficient and the improved AHP method
based on triangular fuzzy number are used to calculate the objective weight and subjective weight of
each indicator at the same time!”). Finally, the combination weight of the indicator is calculated by the
maximum comprehensive evaluation value method. On the one hand, the subjective and objective
method is adopted to make up for the problem that the indicator evaluation is too subjective in the
previous research, which improves the effectiveness of the evaluation results; On the other hand, in the
process of indicator evaluation, the form of mixed data is used to score, which not only enables the
model to analyse quantitative indicators, but also analyse qualitative indicators by using language
evaluation sets, triangular fuzzy numbers, etc. This makes the applicability of the model wider and
improves the persuasiveness of the model.

3.1.1. Objective weight

Objective weight determination method of hybrid decision matrix based on coefficient of variation

In order to get the objective weight of the mixed decision matrix by using the variation coefficient
method, the mixed data needs to be processed first to obtain standardized data®. Assuming that the

attribute value fi (i, j represents the number of indicators) is normalized data, then:
1) If fi isatri angular fuzzy number, we use the mean area measurement method to find the average

value, as shown in formula (1) ( o fm e representing the lower limit, maximum probability value
and upper limit of the triangular fuzzy number):
| m u
f,=(f +2f"+f')/4 M
2) If f is a linguistic variable, first transform it into a triangular fuzzy number, and then find the
mean.
3) Calculate the mean value of the j-th evaluation indicator, as shown in formula (2):

= 1 .
fJ=E;fi,—,J=lZ,--,n )

4) Calculate the mean square value of the j-th evaluation indicator, as shown in formula (3):

D, =\/lem:(fij_ﬂ)2,j=12,...,n 3

m-153

5) | Calculate the coefficient of variation of the j-th evaluation indicator, as shown in formula (4):
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D, .
E, =T,j=12,..,n

) 4
6) The coefficient of variation of each indicator is normalized to obtain the weight of each indicator, as
shown in formula (5):

E .
Wj:—n ,J=l,2,...,n
2.5
E 5)
3.1.2. Improved AHP Subjective Weight
Improved AHP Subjective Weight Determination Method Based on Triangular Fuzzy Number!®:
1)The difference between the improved AHP method and the traditional AHP method is that when

establishing the pairwise comparison judgment matrix, the weight of the relative importance of the
two indicators is no longer based on the traditional 1-9 scale, but is assigned by the reciprocal scale of

triangular fuzzy number (Q,- ), as shown in formula (6)
& =(s.¢"¢)

Among them, 1means that compared with the two factors, it has the same importance; 3 indicates

(6)

that X is dightly more important than X, ; Sindicates that % is obviously more important than Xi; 7
indicates that % is very more important than Xi; 9 indicates that % is extremely more important

than % . The triangular fuzzy number is defined as:

1=(22.2)i %= (x-2xx+1),x=23....89=(8.9.9) 4 4 cridfiesthe reciprocal condition

& —18 —1/6
G =1§; I In addition, remember:

é:[EL,EM,E“]

(7
2) When solving, first calculate the eigenvalues and eigenvectors satisfying formula (8).
E'W" =25 WH EMWM =AM WM EYWY = 42w ®)

This article will use the square root method to calculate. Then calculate the normalized eigenvector of
the triangular fuzzy number reciprocal judgment matrix, as shown in formula (9):

W=[aW", AW" WY | = (Vg W, W )

)
Use the calculation result as aweight vector, where
51 51 &1
o= Z m ’ﬂz Z m V= Z m
j= U j= M j= L
AP AN B S
i=1 i=1 i=1 (10)

3) In the consistency tegt, it is generally believed that when E" has satisfactory consistency, E has

aso satisfactory consistency. Therefore, it is only necessary to perform consistency test on E" of
each judgment matrix.

4) Convert triangular fuzzy number weights into single value weights

This paper uses the center of gravity method to calculate, as shown in formula (11):

=2 (e )
3 (11)
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Finally got W= (W, W W)

3.2. TOPSSmethod

TOPSISis a multi-attribute decision-making method from a geometric point of view!'?. It evaluates m
schemes under n attributes, with the help of idea solutions and negative ideal solutions in multi-
objective decision-making problems. The so-called ideal solution is the best solution of a hypothesis
(denoted as V+), while the negative ideal solution is the worst solution of another hypothesis (denoted
as V-). In the original scheme set X, each scheme is compared with V+ and V-, and the distance
information between them is used as the criterion for sorting m schemes.

Due to the different attributes of indicators, not all indicators can be quantitatively analysed. The main
point of improvement in this article is that experts are not limited to quantitative scores when
evaluating and determining the decision matrix, but can be selected according to the specific attributes
of the indicators. Scoring by language evaluation set or triangular fuzzy number solves the evaluation
problem of some qualitative indicators and makes the application scope of the model wider.

4. The quality evaluation stepsfor training of undergraduate majoring in logistics management
and engineering

This article comprehensively applied the methods introduced above, processed each indicator, and
established an evaluation model. The model is roughly divided into five steps: step one, normalize the
indicators; step two, caculate the objective weight of each indicator based on the coefficient of
variation method of mixed data; step three, calculate the subjective weight of each indicator based on
the improved AHP method of triangular fuzzy numbers ; Step four, apply the combined weight based
on the maximum comprehensive evaluation method to calculate the combined weight as the final
weight of each indicator; step five, use the improved TOPSIS method to sort the different Logistics
Management and Engineering Teaching Qualities.

5. Application example
Next, we apply this method to the evaluation of logistics management and engineering undergraduate
training quality in three universities.

5.1. Sandardized processing of indicators

The first level indicator is expressed asC;(i = 1,2, ...,6).The secondary indicatorD]-(j =12,..,30)is
expressed asD_j (j=1,2,-* ,30). In practice, due to the different attributes of different indicators, it
is impossible that all indicators can be measured by accurate numbers. Therefore, this paper uses the
mixed data such as precise numbers, linguistic evaluation sets and triangular fuzzy numbers
introduced above to evaluate different types of indicators.

Through analysis, it can be seen that the six first-level indicators are suitable for the evaluation of
language evaluation sets*. Set the language evaluation set:

A = (ag, a4,a3,a3,a4,as,aq)
= (very poor, poor, medium poor, favorable, medium good, good, verygood)

The result of converting it into anormalized triangular fuzzy number is shown in Table 2:
Table 2. Transformation of L anguage Evaluation Set into Triangular Fuzzy Number

Fuzzy linguistic variables Standardized trapezoidal fuzzy
representation numbers

very poor (VP) (0, 0, 0.1, 0.2)

poor (P) (0.1, 0.2, 0.2, 0.3)

medium poor (MP) (0.2, 0.3, 04, 05

favorable (F) (0.4, 0.5, 0.5, 0.6)
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medium good (MG) (0.5, 0.6, 0.7, 0.8
good (G) (0.7, 0.8, 0.8, 0.9
very good (VG) (0.8, 09, 1, 1

In all the secondary indicators, one part can be evaluated by precise numbers, and the other part needs
to be evaluated using language evaluation sets first and then converted into triangular fuzzy numbers.

5.2. Apply the coefficient of variation method to cal cul ate the objective weight of each indicator

5.2.1. First level indicator

® Expert evaluation

Organize 10 experts in this field to form an expert group to assess the level of the six first-level
indicators corresponding to the three universities. If more than half of the experts believe that the
indicator’s impact on the vulnerability of the emergency supply chain is a The indicators belong to
thislevel. After evaluation by the expert group, the results of each first-level indicator level are shown
in Table 3:

Table 3. First-level indicator rating

First-level
indicator C C. S Cs Cs Co
A a Qs as aq (23 ay
B as aq as ag ay as
C aq ay as ay ag as

® Caculate weight
stepl: After calculation, the standardized decision matrix (A represents the first-level indicator layer)
is:

1333 3333 2 0667 3.833 2667
R,=(3333 0667 3333 3.833 2667 2
0.667 2667 2 2667 3.833 3.333

Step2: After calculation, the average value of each indicator

f,=(1.778,2.222,2.444,2.389,3.444, 2.667 )
Step3: After calculation, the mean square deviation of each indicator was calculated

D, =(1.388,1.388,0.77,1.601, 0.678, 0.667)
Step4: After calculation, the coefficient of variation of each indicator

E, =(0.781,0.625,0.315,0.67,0.197,0.25)

Step5: The weight of each indicator is W, =(0.275,0.22,0.111,0.236,0.069, 0.088)
5.2.2. Secondary indicators
The calculation steps of the secondary indicator weight are the same as the above calculation steps.
Due to the limited space of this article, the calculation process of the remaining indicators is omitted,

and only the final calculation result is given (C represents the secondary indicator layer):
W, =(0.09,0.21,0.144,0.407,0.15);W_, =(0.208,0.04,0.3,0.275,0.177)

W5 =(0.337,0.213,0.249,0.201); W, =(0.228,0.307,0.055,0.057,0.353)
W 5 =(0.116,0.198,0.098,0.143,0.238,0.072,0.134) ;W ; =(0.222,0.121,0.431,0.226)

5.2.3. The objective overall weight
The objective overal weight of the secondary indicatorsis
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W, =(0.025,0.058,0.04,0.112, 0.041); W, = (0.046,0.009, 0.066, 0.061, 0.039)
W, =(0.037,0.024,0.028,0.022); W, = (0.054,0.072,0.013,0.013, 0.083)
W = (0.008,0.014,0.007,0.01, 0.016, 0.005, 0.009) ; W = (0.02,0.011,0.038, 0.02)

5.3. Apply the improved AHP method to cal culate the subjective weight of each indicator

5.3.1. First level indicator
® Establish a comparison judgment matrix
Organize 10 expertsin this field to form an expert group to establish a pairwise comparison judgment

matrix for € Coren G of the target level G. If more than half of the experts believe that the indicator
¢ is important to the indicator ¢ , the comparison result of the two indicators is considered to be that
level , After evaluation by the expert group, the pairwise comparison results of each first-level
indicator are:

St =

0
N~ o o
RN W
R W O ©
© W b

w>

~

w

|—l)

>

\‘I)
[N

® Hierarchical single sort

After calculation, Wt =(0:271,0.284,0.152,0,149,0.096,0.049)

Wy = (0.267,0.278,0.13,0.213,0.075,0.037)
Wy = (0.364,0.294,0.142,0.109, 0.062, 0.029)

gk eM gY
A =831 4 =9854, 1 =8487 ,
Sy, 4= 1.235, 5 =0.924,y =0.951

Finally got:
Vi, =[(0.25,0.236,0.327),(0.263,0.246,0.264),(0.14,0.115,0.127),

(0.138,0.188,0.098), (0.088, 0.066, 0.056) , (0.046,0.033,0.026) |
® Consistency check
Looking up the table, RI=1.25, then CR=0.061<0.1, so the judgment matrix has satisfactory
consistency.
d)Converted into single value weight After calculation and normalization:
W, =(0.3,0.286,0.141,0.157,0.078,0.039)

5.3.2. The secondary indicator

The calculation steps of the secondary indicator weight are the same as the above calculation steps.
Due to the limited space of this article, the calculation process of the remaining indicators is omitted,
and only the final calculation results are given:

The weight of the first set of secondary indicatorsis W, = (0.539, 0.193,0.146, 0.069, 0.052) )

the result of the consistency test of the comparison matrix is :CR=0.037<<0.1.
The weight of the second group of secondary indicators is W, = (0.454, 0.213,0.209, 0.078, 0.046) ,

the result of the consistency test of the comparison matrix is:
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CR=0.057<<0.1.
The weight of the third group of secondary indicators is W, = (0.624,0.232,0.062,0.082) ,the

result of the consistency test of the comparison matrix is :CR=0.098<<0.1.
The weight of the forth group of secondary indicators ist4 = (0.433,0.221,0.212,0.073,0.06) ,the

result of the consistency test of the comparison matrix is :CR=0.056<<0.1.
The weight of the fifth group of secondary indicatorsis W, = (0.294,0.202,0.169,0.098, 0.057,0.046,0.035) » the

result of the consistency test of the comparison matrix is :CR=0.037<<0.1.
The weight of the fifth group of secondary indicators is W, =(054,0239,0171,0.042) , the result of

the consistency test of the comparison matrix is :CR=0.097<<0.1.
The subjective global weight
The subjective global weight of secondary indicatorsis:

W, =(0.163,0.058,0.044,0.021,0.016); W, = (0.131,0.061, 0.06,0.022,0.013); W, = (0.089,0.033,0.009, 0.012);

W, =(0.068,0.035,0.034,0.012,0.01) W, = (0.023,0.016, 0,013, 0,008, 0.005, 0.004, 0.003);
W = (0.021,0.009,0.007,0.002)

5.4. Calculate combination weight
This paper uses the method of determining the combined weight based on the largest comprehensive
evaluation value to cal culate the combined weight of each indicator.

5.4.1. First level indicator

After calculation: @ =067 =032 - g gitytingV = @* @+ X4 jnto the formula, the weights of
al first-level indicators are:
W= (0.283,0.241,0.121, 0.21,0.072,0.072

5.4.2. Second level indicator
After calculation; @ =0413 8=0387 g pgitutingW = @%@+ BX 4 g the formula, the weights

of al first-level indicators are:
W = (0.206, 0.058, 0.042, 0.059, 0.026, 0.096, 0.04, 0.062, 0.038, 0.024, 0.068, 0.029, 0.017,0.016,
0.062,0.05,0.025,0.012,0.04,0.017, 0.015,0.011, 0.009, 0.01, 0.004, 0.005, 0.021, 0.01, 0.02, 0.009)

5.5. Application of improved TOPS S method for evaluation

The weight vector and the original normalized decision matrix have been given by the above
calculations.

® After the indicators are in the same trend and the evaluation values are standardized, a weighted

normalized matrix (v) is constructed to find the positive ideal solution and negative ideal
solution of each secondary indicator, and the distance between the three universities and the
positive ideal solution and negative ideal solution is calculated :

+ + +
{dl =0.084 {dz =0.12 {d3 =0.101

dl_ =0.108 , d£ =0.079 ’ dg = 0.084
® Therelative closeness between the eval uation object and the positive ideal solutionis:

C, =0.438, C, =0.602, C, =0.545

173



ICAIE 2021 IOP Publishing
Journal of Physics: Conference Series 1931(2021) 012004  doi:10.1088/1742-6596/1931/1/012004

5.6. Result analysis

Through the above empirical calculation, the evaluation result of the improved TOPSIS method can be
seen intuitively, and the different degree of influence of each indicator can be analysed according to
the calculated indicator weight. Among them, indicators with a greater degree of influence will have
different effects on the training quality of logistics management and engineering undergraduate
professionals in the three universities, which can confirm the reliability of the evaluation results.

6. Conclusion

In rea life, there are many factors that affect the quality evaluation of logistics management and
engineering undergraduate professional training, and these factors are often difficult to quantify.
Therefore, this paper first uses language set to measure the factors that need qualitative analysis, and
then transforms them into triangular fuzzy numbers, so as to achieve the combination of qualitative
and quantitative. At the same time, through the combination of coefficient of variation method, AHP
method based on triangular fuzzy number and improved TOPSIS method, a comprehensive evaluation
model for evaluating the quality evaluation of logistics management and engineering undergraduate
training is given, and the practicability of this method is verified by an example, which has practical
significance for the quality evauation of logistics management and engineering undergraduate
training.
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Coreference resol ution has become one of the most popular research fields for detecting
the same entities in various practical scenes [1, 2]. And a large amount of algorithms
have been provided to address the task of coreference resolution in natural language
processing (NLP). However, none of them has been specifically designed for the entity
discovery for thesyllabusin University. For instance, in thework of [3] alearning method
was presented to coreference resol ution of noun phrasesin unlimited text. One small and
annotated corpus was leveraged as the dataset to produce a certain type of noun phrases
like pronouns. Within this study, the entity types are not confined to specific categories.
Kottur et al. [4] focus on the visua coreference resolution issue, which consists of
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responding model is an essential part in course syllabus construction especialy
for the comprehensive Universities. In this type of tasks, the primary objective
is to reveal as much information as possible about the course entities according
to their names. However, it remains a difficulty to most of the latest algorithms
since the references to courses are commonly in line with the specifications of
each University. Thus, it isimportant to link the course entities with similar iden-
tities to the same entity name due to the contextual information. To resolve this
issue, we put forward a graph neural network (GNN)-based pipeline which was
designed for the characteristics of syllabus. It could provide both the similarity
between each pair of course names and the structure of an entire syllabus. In order
to measure the performance of presented approach, the comparative experiments
were conducted between the most advanced techniques and the presented algo-
rithm. Experimental results demonstrate that the suggested approach can achieve
superior performance over other techniques and could be a potentially useful tool
for the exact identification of the entities in the educational scenarios.
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determining one noun phrase and pronouns whether refer to the same entity in apicture.
A neural module network is employed for addressing this problem through using two
elements: Refer and Exclude that could execute the coreference resolution in a detailed
word level.

Since most of them focus on the association between each pair of entities rather than
their contextual environment, it is aso difficult for the previously proposed techniques
to be adapted to the educational background. However, the rapid devel opment of modern
society proposesthe higher requirementsof students, the corresponding resourcesrel ated
to syllabus have grown greatly especially in the Universities. Therefore, the recognition
of the same entities with similar or dissimilar names become much more complicated
than ever before.

Meanwhile, the deep | earning-based techni ques have showntheir performancein var-
ious NLP-oriented applications. For instance, Attardi et a. [5] propose an architecture
of deep learning pipeline for NLP. A group of tools are built for creating distributional
vector representations and addressing the NLP tasks in this work. In total, three tech-
niques were introduced for embedding creation and two algorithms were exploited for
the network training. And the convolutional network plays avital role in this approach.
In [6], ajoint multiple-task model is introduced as well as a strategy for adapting its
depth to the complexity of thetasks. Each layer contains the shortcut connection to both
theword embedding and low-level predictions. One regularization with simple structure
is used to implement the optimization of the objective function.

Recently, the graph neural network (GNN) could be a valuable deep learning model
for implementing the coreference resolution tasks. Originally, GNN was used to deal
with the non-Euclidean data. For instance, in the work of [7], a scalable approach based
on avariant of convolutional neural network for semi-supervised classification within
the graph structure data. Different from the traditional convolutional neural network,
GNN is supposed to address the issues directly on graphs rather than the Euclidean
data such as pixel images. And the original convolution operation is modified into the
spectral graph convolution with the localized firstorder approximation. Both the local
graph structure and the features of each node in the graph could be extracted with GNN.
For clinical applications, a supervised GNN-based learning approach for predicting the
products from organic reactions given the reactants, reagents, and solvents [8].

Base on the above analysis, we put forward a GNN-based pipeline trained by 1,312
pairsof entitiesfor coreferenceresol utiontask. To notethat all of the entitiesare extracted
from the syllabus of the Universities in Shandong Province, China. The proposed GNN
model adopts the spectral convolution operator as its primary computation unit. And
each manually collected course entity is independently fed into the proposed GNN as
onenode of thewhol e graph of syllabus. Meanwhile, thesimilarity of each pair of entities
and the corresponding adjacent relationship are taken as the characteristics of the nodes
in the graph. In the trainings performed on the dataset, the parameters including the
convolution and pooling layers operators as well as the characteristics of the nodes
could be optimized iteratively. With the labeled entities pairs, the trained GNN could be
used to resolve the coreference in the given anew pair of course entities.
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To measure the performance of the presented method, the comparison experiments
were carried out on the samples of data collected manually between latest techniques
and the presented approach. The corresponding results demonstrate that the presented
GNN-based pipeline outperforms other techniques.

In general, thiswork has at |east the following significance as:

e A GNN model isintroduced to implement the coreference resolution task in course
syllabus of Chinese University.

o The association between each pair of nodes in the presented graph structure could be
used to represent the association between each pair of entitiesin the syllabus.

o Experiments on the real samples could demonstrate that the presented method is one
potentially invaluable technique for coreference resolution.

The rest of this paper is as follows. In Sect. 2, we provide the concrete details of
the presented approach. The results of the experiment are described in Sect. 3 and the
conclusion is depicted in Sect. 4.

2 Methodology

2.1 Input of the Proposed GNN

According to Fig. 1, the proposed deep learning model adopts the similarity of each
pair of entities and the corresponding adjacent relationship asitsinput. Each node in the
input denotes one entity within the course syllabus and the link between each pair of
nodes represents both the connection of the corresponding entities and their similarity.
To note that the length of the link does not equal to the similarity of a pair of nodes.

2.2 Graph Convolutional Neural Network

1) Definition
Itisassumed therearen entities(i.e. the course names) ingeneral, C; = [Cq, Ca, ..., Cyl.
Each syllabus could be denoted by amatrix C; € R™<", where misthe number of course
ineach syllabus, nisthedimensionality for the feature vector extracted from the original
course samplesand n; € {0, 1}. The dataset from the syllabus could be represented with
one weighted graph with a data structure of tuple G = (V, E, W), where V denotes the
m nodes in the graph, E represents the whole group of edges in the same graph, and
W € R™" s the corresponding adjacency matrix. Meanwhile, is the weight assigned
to the edge, which links Vi € V to V; € V. To note that the value of the association (the
edge) denotes the similarity of the connected entities. Therefore, it has been set as one
hyperparameter in the following experiments.

The convolutional operator illustrated in Fig. 1 approximately equalsto the multipli-
cation operation in the spectral domain and relates to the common convol ution operator
in the time domain. The whole process could be mathematically formulated as follows:

L=1ly—D WD 3 (0]
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where D denotes the matrix degree and Iy, is the an identity matrix.
Asmentioned by Defferrard et al. [9], the L aplacian matrix then could be represented
by using Chebyshev polynomials:

Tk = 2LTk-1(L) — Tk-2) (@)

where To(L) =1and T1(L) = L.
To note that apolynomial ordered by K can generate K filterswithout bias. And, the
filtering of a signal with K filters could be implemented with:

o=gL)xc=)  =OdTkDec ®)

where ¢ denotes a course from the syllabus dataset for, L = ﬁ — g and hmaxAmax

is the highest eigenvalue of the normalized L. Therefore, the output of the I™ layer for
each samplein a GNN can be formulated as:

Fin

OL =) gy(bici @
i=1

Where Fqt is the outcome filter and Fi,, represents the inpuitfilter that would yield
Fout X Fout Vectors, 6 € R¥ are the Chebyshev coefficients, and 6. ; is the input feature
map for sample c at layer I. '

2) Network architecture

The structure of the proposed GNN is provided in Table. 1. Totally, it is composed of
5 convolutional layers. No pooling operation is used in the network architecture for
conserving the compl eteness the extracted features. The dropout rates for 2nd, 3rd, 4th,
and 5th convolutional layers are 0.4.

Table 1. Network architecture of the proposed GCNN.

Table Layer
head

Conv | Conv | Conv | Conv | Conv | Conv | Classifier
Channels | 32 32 64 64 128 (128 |2
K-order 90 | N/A
Stride 1 1 1 1 1 1 [N/A

(o]
(o]
(o]

The initial training rate of the proposed GNN is 0.001. The training is conducted
with a fixed 600 steps. The learning rate would decrease by a factor of 0.5 once the
validation accuracy drops in two consecutive rounds.
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Fig. 1. The method of the presented GNN

3 Resultsand Discussion

The comparison experimentson themanually collated sampl es between | atest techniques
and the presented one to measure the performance of the presented GNN-based pipeline.
And the results of the experiment as well as the analysis are provided in the following
section.

3.1 Dataset

Theproposed GNN istrained solely on sampl esdatacollected manually of courseentities
accordingtothesyllabusin Universitiesof Shandong Province, China. Intotal, 1,312 pair
of entities (600 of them are coreference) were manually collected from theraw materials.
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Two educationa experts were asked to perform the labeling tasks. Furthermore, none
of the data augmentation techniques has been adopted to increase the diversity of the
data samples due to the similarity of the course entities (only the course names). The
adjacent matrix of the entities and the similarity of each pair of entities were both taken
as the input the proposed GNN pipeline.

3.2 The Setting of the Hyperparamete

To determine the optimal setting of the hyperparameter as mentioned in Sect. 2.2, the
classification experiments with different values of this hyperparameter from 0 to 1 with
step of 0.1 were carried out and the corresponding accuracy isillustrated as Fig. 2.

Since the highest accuracy is achieved when we set A at 0.5, the value of 0.5 is
adopted in the following experiments. Accordingly, the value 0.5 is used during process
of training, testing, and evaluation.

In total, 70% of the samples are taken as the training set, 20% as the evaluation
set, and the remaining are used as the testing set. The presented GNN has been fine-
tuned by back propagati on mechanism. GraphicsProcessing Unit (GPU), which hashigh
performance, isemployed in the presented GNN, and the learning rate of the Tensorflow
deep learning platform is set as 0.01.

Fig. 2. Performance of the proposed GNN with different A

3.3 Experiments

To measure the performance of the presented GNN-based pipeline, the comparison
experiments between latest [ 10—-13] and the proposed techniques were carried out on the
data samples collected manually.

Asiillustrated in Table 2, our technique outperforms other coreference resolution
techniques in accuracy significantly.
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Table 2. Performance comparison between latest and the presented GNN-based approach.

Methods Accuracy (%)
Leeetal. [10] 83.25
Mengetal.[11] |87.03
Pandian et a. [12] | 86.47
Agarwal et al. [13] | 90.13
Our method 98.56

34 Analysis

According to performance comparison between the latest and ours on the data samples
collected manually, we could observe that effectiveness of the proposed GNN-based
approach. Through transferring the coreference resolution tasks into the neighboring
rel ationship between each pair of nodesin the non-Euclidean graph, theintroduced GNN
could reveal both the association between each pair of entities and the corresponding
similarities. Meanwhile, the accuracy obtained could satisfy the practical reguirement
for course syllabus.

The proposed GNN could significantly enhance the classification of coreference.
Sinceweset different \ to carry out the performance compari son experimentsin Sect. 2.2,
which is used to represent the similarity between the unknown similarity between one
pair of entities.

4 Conclusion

The accurate identification of the coreference of a pair of course names is a poten-
tially valuable tool for the automatic construction of course syllabus in Universitiesin
China. A large amount of researches have paid attention to this area and have shown the
effectiveness and efficiency of these works. However, most of the them did not aim at
addressing the specific requirement of course syllabus. To bridge the gap, we propose a
GNN-based network with transferring the coreference resol ution issue into determining
the node similarity in the graph. It offers an algorithm in an automatic manner.

Thisstudy offersat least thefollowing contributions. First of al, aGNN designed for
course syllabus scenariosis presented to implement the classification of coreference and
non-coreference entities. Secondly, the original coreference resolution issue is trans-
ferred into a similarity measurement problem under the graph. Finaly, the presented
GNN outperforms other methods.

Next, we will go on study the extension of GNN and apply them in various fields,
such as natural image processing [14], medical image processing [15] and [16].
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Abstract. The emergence of alarge number of online learning platforms changes
the learners’ demands and learning styles, thus the society puts forward higher
requirements for the personalization, intelligentization and adaptability of learn-
ing resource platforms. For large-scale, multi-source and fragmented micro-video
learning resources and personalized education problems, based on micro-video
online learning resources data, the paper studies the accurate, comprehensive and
usable micro-video learning resources portrait method. And through the applica-
tion of deep learning technology, it studies the theory and method of micro-video
learning resource data analysis and personalized learning resource recommenda-
tion. It explores and forms the basic theories and methods of data-driven micro-
video learning resources analysis to support the research of personalized education
theories and methods.

Keywords: Micro-video- Learning resourcesResource portraitPersonalized
recommendation

1 Introduction

Micro-video learning resources have the characteristics of multi-source, multi-
dimensional and fragmentation. It can meet learners’ ubiquitous, mobile and person-
alized learning characteristics and requirements in the age of intelligence. Especially
because of the COVID-19 in 2020, micro-video learning resources online have attracted
unprecedented attention. Massive micro-video learning resources promotes the teach-
ing from “curriculum” to “knowledge point”, and at the same time, the knowledge
transfer has changed from the linear structure to the networked structure, and the tra-
ditional teaching methods and the recommendation of learning resources cannot fully
meet the learning needs of learners. In addition, people’s learning is based on knowledge
points and its logical relationships, and learners’ previous knowledge and experience will
greatly affect the learning effect]. So it has great research significance to organize the
existing micro-videos to explore the accurate, comprehensive and usable micro-video
learning resources portrait method and personalized learning resource recommendation.

© Springer Nature Switzerland AG 2021
Q. Zu et al. (Eds.): HCC 2020, LNCS 12634, pp. 302-307, 2021.
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2 Reated Work

2.1 Learning Resource Portrait

In China, the study of resource portrait and its application is the research focus for
both pedagogy and computer science researchers. Professor Yu Shengquan proposec
the framework of international standards for learning meta-level from the perspective
of basic education [2]. Professor Yu Ping and Zhu Zhiting put forward the content
shareability standard of open education resourdgsHrofessor Yang Jiumin studied
various interaction designs in videos from the perspective of learning effects of video
resourcesf]. These studies focus onvideo learning resources portrait and its applications
in the foundation education. There is a lack of research on fine-grained and fragmented
micro-video learning resources in higher education.

2.2 Micro-video L earning Resource Portr ait

Micro-video learning resource portrait refers to the use of consistent concepts, rela-
tionships and properties to describe micro-video learning resources under certain tech-
nical specifications. Jiang et ab][proposed a multi-modal LDA model to mine the
content portrait of video learning resources. Minxin et @].Used the existing classi-
fication relationships in text mining and domain ontology to find candidate keywords
that can represent semantic relationships. Yang ethbrpposed an attention mecha-
nism based on relation representation to extract the directed relation information among
elementary mathematical knowledge points. These existing researches focus on text,
they only extract the low-level features, and They don'’t extract the relationship between
multi-source network knowledge.

2.3 Personalized L earning Resource Recommendation

At present, the existing personalized learning resources recommended method which can
be roughly divided into the following types: based on collaborative filtering (CBB) [
based on the content (CB]| based on sequence mining (SMB) [10], mixing method.
These researches didn't fully consider the semantic part of learning resources and paid
little attention to the logical structure and the systematization of learning resources.

Therefore, based on unsolved problems in the above studies, this paper explores the
portrait and application of micro-video learning resources, and proposes a method to
carry out learning resources portrait and personalized recommendation.

3 Portrait and Application Analysis of Micro-video Learning
Resour ces

The main system framework of this paper is shown in Ejgvhich mainly includes the
micro-video learning resources portrait of and the personalized recommendation.
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Fig. 1. System framework

3.1 Micro-video L earning Resource Portrait

Micro-video learning resource portrait mainly includes micro-video learning resource
content portrait and micro-video learning resource relationship portrait.

1. Micro-video learning resource content portrait

Micro-video learning resource content portrait mainly includes the concept and proper-
ties of micro-video learning resources. When the content layer of micro-video learning
resource is depicted, it is necessary to restore the source properties of the learning
resource and label these properties. Specific as follows:

Firstly, we should extract the content feature of micro-video learning resource. Because
of online learning resource covers all disciplines and fields and their content creators have
different levels of knowledge, the same knowledge exist many different expressions, and
it is not reality to determine the features of micro-video learning resources artificially.
Therefore, we should study how to combine text, image and audio to mine the content
features of micro-video learning resources. These features not only include low-level
features such as keywords, but also contain a high-level feature, such as discipline,
knowledge domain, knowledge unit, knowledge level, etc.

Secondly, we should aggregate micro-video learning resources. Different from basic
education, which has standardized subject knowledge system, the knowledge system of
higher education is open, the knowledge points are named according to their respective
cultivation characteristics in higher education. Therefore, it is necessary to work out the
domain knowledge point label system based on the above content features.

2. Micro-video learning resource relationship portrait.

It contains structural relationship and content relationship.

Firstly, we need to extract the structure relationship. The logical relationship between
knowledge points may be different for different fields. A knowledge point may belong
to a number of knowledge fields, and each knowledge field corresponds to a number of
micro-videos. So the extraction of the micro-video learning resource relationship is a
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multi-dimensional problem. Therefore, we need to study how to combine text, image
and voice data to mine relationship features. These features should not only include
low-level features such as hierarchical relationship and association relationship, but also
include high-level features such as co-reference and preorder.

Secondly, we need to extract the content relationship. Micro-video learning resources
are based on the knowledge point granularity, itincludes concept, principle, test questions
and other types of content relations. Therefore, we need to study how to carry out transfer
learning based on small sample data such as expert knowledge to accurately predict
content relations.

3.2 Personalized Recommendation of Micro-video L earning Resour ces

Itis implemented based on the above portrait and learner needs.

Firstly, the similarity of micro-video portraits is the basis of the recommendation
algorithm. It has multi-dimensional characteristics, and the dimensions are not the same.
Therefore, we need to study the measurement of the similarity of micro-video portraits.

Secondly, personalized recommend is based on micro-video portraits, and it is nec-
essary to fully consider students’ personalized learning needs and other constraints, such
as the learner’s professional background, previous knowledge, field experience, learn-
ing needs, learning objectives, and so on, so we need to study personalized micro-video
recommendation under multiple constraints.

4 Thelmplementation of Micro-video L earning Resour ce Portrait
and Application

Based on the problems that need to be solved, combined with the application analysis
of current artificial intelligence and other technologies, this paper proposes the method
of micro-video learning resource portrait and personalized recommendation system.

4.1 Micro-Video Learning Resource Portrait

The purpose of this paper is to study the iterative discovery method of the concepts
of content layer and hidden properties in multiple fusion of text, image and audio. In
this method, subjects, fields, knowledge level and relationships are taken as semantic
annotation factors. This technology is an important technology to solve the problem
of feature extraction of data-driven micro-video learning resources, and it is the basis
of personalized guidance. According to the technical characteristics of deep learning,
we think that a Convolutional Neural Networks (CNNs) data processing model can be
adopted to solve this problem. As shown in Elgduring the construction of a federation
classifier for implicit properties, the system extracts the content features of multivariate
learning resources data (such as text, image, audio, etc.), and combined with multivariate
data fusion, the system extracts the common features of multivariate data as the important
features of the classifier.
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4.2 Personalized Recommendation System

This paper designed a micro-video learning resource portrait similarity method based on
small sample. According to cognitive load theory, it provides appropriate methods to sup-
port the selection of micro-video learning resources. The collaborative filtering method
can also be used to achieve the recommendation of micro-video learning resources, so
it is necessary to calculate the portrait similarity of micro-video learning resources. In
the definition of computational portrait similarity, we not only consider the content fea-
ture and structure feature, but also consider the timing factor of micro-video learning
resources, and we use the latest change part of micro-video increment to calculate the
result similarity. Different from other research similarities, in the field of education,
whether the similarity of learning resources is accurate or not requires expert knowledge
for final verification. Therefore, the sample micro-video data set needs to be reviewed
online by corresponding experts and labeled as similar or not. Then, these labeled data
are used as training sets to make accurate similarity prediction for micro-video learning
resources. Multi-constraint personalized micro-video learning resource recommendation
needs to consider the matching degree of students’ personalized needs and micro-video
learning resource portrait. According to the principle of homogeneity, we can match stu-
dents who have similar personalized needs with micro-video learning resources which
have similar portraits. Graph Convolutional Neural Network (GCN) is a neural network

of learning graph structure, whose learning goal is to obtain the hidden state of graph
perception of each node. We can take micro-video learning resources as nodes, and take
their portrait as its characteristic value, then we can input this feature graph into graph
convolution network for training and obtain corresponding similarity results.
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5 Conclusion

This paper takes into account the disciplinary logic, domain and knowledge level of
micro-video learning resource data, and proposes to use deep learning method to integrate
multiple data such as text, image and audio to depict micro-video learning resources
accurately. And it proposes a personalized recommendation method to calculate the
similarity of micro-video learning resources by GCN. This paper explores and forms
the basic theories and methods of data-driven micro-video learning resources analysis.
In this paper, artificial intelligence technology is integrated into education, it provides a
feasible way for micro-video learning resource portrait and its application.
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Abstract—According to modern educational thoughts and
theories, the paper uses the new information technology to
study the personalized learning service based on big data for
education and artificial intelligence technology, so as to provide
learners with intelligent services of personalized learning.
Under the technical support represented by big data, the paper
builds dynamic and diverse learning resources, continuously
collects and analyzes learner-related data, and provides
differentiated teaching, personalized learning and accurate
services in real time. It can meet the individual social and
autonomous learning needs of each learner, match learning
requirements intelligently and provide adaptive learning
services. It intelligently builds a learning model suitable for
each learner and realizes personalized learning in a real sense.

Keywords—personalized learning, big data for education,
artificial intelligence

1. INTRODUCTION

In February 2019, “China's education modernization
2035” was issued by the CPC Central Committee and State
Council, it proposed to accelerate the reform of education in
the information age, accelerate talent training mode reform
using modern technology, and finish the organic combination
of personalized training and large-scale education. The
characteristics of modern education: more open education,
more emphasis on students' individuality and diversity, more
pursuit of people-oriented and equality. Modern education
emphasizes the development of learning ability and lifelong
education, it is more sustainable education. The era of
education modernization has brought about more and higher
demands on people's knowledge, capacity and values. The
large-scale education system in the era of traditional
industrial revolution has been unable to meet the
personalized requirements of education services in modern
information society, and education reform and innovation is
at a "crossroads".

This paper borrows the new generation of information
technology(big data, artificial intelligence and so on) to
provide personalized learning intelligent services. Under the
technical support of represented by big data, we build
dynamic and diverse learning resources, continuously collect
and analyze learner-related data, and provide differentiated
teaching, personalized learning and accurate services in real
time. It can meet the individual social and autonomous
learning needs of each learner, match learning requirements
intelligently and provide adaptive learning services. It
intelligently builds a learning model suitable for each learner
and realizes a real sense of personalized learning.
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II. RELATED WORK

At present, all countries in the world are paying attention
to personalized education, which is an important educational
reform and innovation. The educational vision of achieving
personalized learning in 2020 was described in British
“Vision 2020: report of the teaching and learning review
group in 20207, which was published in January 2007. The
goal of developing personalized learning was proposed by
the US National Academy of Engineering, and it identified
the 14 major scientific and technological challenges facing
humanity in the 21st century[1]. In 2016, Science reported
six future research frontiers which the National Science
Foundation of the United States will develop, including the
innovation of learning evaluation mechanism supported by
big data and the innovation of learning environment based on
the frontier of human-machine interaction[2]. “The outline of
the national medium and long term education reform and
development plan(2010-2020)” was released by the Chinese
government in 2010, it put forward the idea of "paying
attention to different characteristics and personality
differences of students and developing the dominant
potential of each student", it encouraged personalized
development and it supported the idea of providing "suitable
education" for each student. “The ten-year development plan
of educational informatization (2011-2020)” also put forward
the idea of "striving to provide information environment and
services with personalized learning and lifelong learning for
each student and learner and building a convenient, flexible
and personalized learning environment for the learning needs
of different groups in the whole society"[3].

In the field of personalized learning technology, foreign
countries started earlier. Firstly, at the theoretical level,
foreign countries have achieved abundant results on such
issues as the model of personalized learning, key links,
concept and structure of personalized adaptive learning
system. It mainly involves five parts: personalized learning
diagnosis, personalized learning path, personalized resource
recommendation, learning status visualization and learning
intervention[4]. Secondly, at the system level, foreign
researchers have developed many adaptive learning systems
that can provide personalized services. For example,
Brusilovsky professor at the university of Pittsburgh[5-8]
carried out the user model according to students' knowledge
base, interest preference and education background. To
satisfy the personalized learning demands in the process of
the learner interacting with the system, he has developed the
InterBook, = ELM-ART, KnowledgeSea, AnnotatEd,
TaskSieve adaptive learning system. And later many
research results are the improvement and supplement based
on it. Professor DeBra from Eindhoffen University of
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Technology, professor Wolf from Rmit University and
professor Papanikolaou from the University of Athens, et al
also built separately AHA!, iWeaver, INSPIRE and other
personalized educational hypermedia systems[9, 10].
Personalized learning research is still concentrated on the
theoretical level and some small-scale attempts in China. At
the theoretical level, Kehang He systematically discussed the
theory, technology and method of "personalized learning"
from the core theory of "learner modeling”", the key
technologies of "artificial intelligence" and "educational data
mining"[11]. Shengquan Yu from Beijing Normal University
studied adaptive learning earlier, and he focuses on dynamic
organization of learning contents, learning strategy and
learning diagnosis, and he studied the adaptive learning
model based on these three key links[12]. Jianping Zhang
from Zhejiang University had also done indepth research on
support system about adaptive learning, and he finished
some related academic achievements. He elaborated on the
concept of knowledge visualization, learning ability, user
model, and adaptive testing[13]. At the level of teaching
system, the research group of Lu Wang from Capital Normal
University built a primary school curriculum learning
personalized courseware generation system in 2003. The
scientific classification of students, the personalization of
teaching strategies and the diversification of teaching activity
sequences can be realized in this system. The research team
of Wei Zhao from Northeast Normal University studied a
personalized education adaptive learning system. The
construction of cognitive level model and learning style
model, the promotion of learning information to peers and
recommendation of personalized learning path have been
preliminarily realized in this system. At present, researches
on personalized learning mainly focus on the learning
process and seldom involve the learning situation of learners.
This paper tries to introduce the learning situation into
personalized learning[14].

III. PERSONALIZED LEARNING SERVICE BASED ON BIG
DATA FOR EDUCATION AND ARTIFICIAL INTELLIGENCE
TECHNOLOGY
Research framework of personalized learning service

based on big data for education and artificial intelligence
technology is shown in Fig. 1.

Personalized Learning Service Based on Big Data for Education and Artificial Intelligence Technelogy
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Fig. 1. Research on personalized learning service based on big data for
education and artificial intelligence technology

Open society
learner model

Hilh

Shared Control

A. The Connotation of Personalized Learning in the
Background of Educational Moder nization
Compared with traditional personalized learning,

personalized learning in the context of education
modernization has changed a lot. We multidimensional
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analysis the concept, characteristics, objectives and contents
of personalized learning in the context of education
modernization from the components of personalized learning,
the process of personalized learning, the characteristics of
personalized learning and the educational situation of
learners.

B. Personalized Learning Service under the Background of
Educational Modernization

Based on the connotation of personalized learning in
education modernization, according to five elements in the
general model of adaptive learning system (AEHS) proposed
by Peter Brusilovsky (domain knowledge model, learners
model, pedagogical model, adaptive engine and interface
module), in the context of education modernization and in
the new generation of information technology such as the
artificial intelligence, big data analysis and other technical
support, this paper studies the personalized learning service
under the background of educational modernization from
domain knowledge model and learner model, and the
pedagogical model provides rules for the student model to
access the domain model, as shown in Fig. 2.
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Fig. 2. Adaptive learning support system

1) Dynamic evolution domain knowledge model based
on multidimensional and multi-level learning needs

This paper will deeply explore, comprehensively analyze
and continuously understand learners' personalized learning
needs, and build personalized learning on the basis of
learners' personalized needs. Based on Maslow's hierarchy of
needs theory and Bloom's classification of teaching
objectives and He's deep learning theory, this research
designs a questionnaire and analysis method for learners'
individual and group learning needs and constructs
multidimensional and multi-level learning needs. Based on
the learning needs, this research constructs a dynamic
evolution domain knowledge model. The basic
characteristics of domain knowledge was presented from the
ecology in this paper, such as generation, openness,
evolution and intelligence, and uses the new information
technology to realize the self-reorganization, growth, and
evolution of domain knowledge.

2)Learner model based on situational computation

The learner model is an important basis for providing
personalized learning services. This paper introduces
learning situations into personalized learning. Learning
situation refers to the environment, scene or background
information of learners when they carry out learning
activities, including the physical environment (such as
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classrooms, library, outdoor, etc.), virtual scene (such as
online learning platform, mobile learning system, online
social networking, etc.) and knowledge background (such as
the knowledge unit or knowledge point that you are currently
studying, and the position in the whole knowledge graph,
etc.). The learners calculation model based on the situation
can better cognitive education of the subject learners, enrich
and improve the learner model. According to the
constructivist learning theory, mixed learning theory and
relevance learning theory, this paper constructs the learner
model based on situational computing from the static model
and dynamic model of learners, including the open learner
model based on situational computing and the open social
learner model based on situational computing. According to
the learner model based on situational computing and the use
of artificial intelligence, epc network and big data technology,
this paper achieves accurate perception of educational
situations and accurate prediction of learners’ needs. It
provides the premise and conditions for personalized and
customized learning services.

3) Learning service customization

From the perspective of service, the essence of
personalized education is the personalized learning service,
and the customization of learning service is the basic strategy
to improve the level of personalized learning service. The
object of learning service is the learner. The content of the
service includes knowledge, resources, teachers and
partners.Based on the existing domain knowledge model and
learner model, this paper adopts big data thinking and
methods to study the personalized customization of learning
services. This paper hope to carry out accurate matching of
learners’ learning services, realize personalized learning
services and even higher level intelligent learning services.
Specifically, the core theories and technical issues of
customizable learning services include knowledge supply,
precise services and intelligent guidance. According to the
chapter 34 of “The educational communication and
technology research manual(4th edition)”, there are three
types of customization: learner control customization, system
control customization and combination customization(Shared
control). This paper studies the personalized customization
of learning service under the background of educational
modernization from these three dimensions.

C. Evaluation of Personalized Learning Service based on
Big Data for Education and Artificial Intelligence
Technology

Evaluation is the most important factor to identify the
success of any personalized learning service optimization
strategy. The evaluation results can provide relevant
feedback, which is an effective guarantee for the quality of
personalized learning service. The construction of
personalized learning service is constantly developing and
improving in practice, and it is in the process of construction,
feedback, adjustment and improvement. Based on the four
dimensions proposed in the chapter 34 of the manual (4th
edition), this paper constructs the evaluation strategies and
indicators of the personalized learning system. The
evaluation is carried out from two perspectives: subjective
evaluation and objective evaluation, user process and user
experience. The evaluation index comes from the learning
process and the learning effect of learners using personalized
learning system. Through the study of the difference analysis,
correlation analysis and regression analysis on the learner's
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personalized learning data, this paper explores the key
factors affecting learners' use of the system and the degree of
interaction between them. And it provides an important
reference for improving the use of personalized learning
system and constructing other personalized learning support
systems.

D. Data-driven multi-process Learning Performance
Evaluation Mechanism and real-time Feedback
Mechanism

This paper explores the evaluation mechanism and
method of personalized learning performance based on data-
driven technology. This personalized learning performance
evaluation is guided by learners' personalized needs and
learning characteristics. The multi-evaluation subject model
including personalized learning system, teachers, learners
and study partners is established. Comprehensive evaluation
is made on the learning effects of learners' knowledge
mastery and ability development. And under the technical
support of big data, it can realize real-time feedback and
monitoring of learners' personalized learning at any time,
adjust the learning process in real-time, and intelligently
provides adaptive learning services. Finally, a closed-loop
teaching process of learning-evaluation-feedback-learning is
formed, and the learning model of each learner is constructed
intelligently.

IV. CONCLUSION

This paper studies the personalized learning service
under the background of educational modernization and
introduces education situation into the personalized learning
services model. Under the background of educational
modernization, it solved the problem that the physical space
and the network virtual space coexist and the educational
situation changes from the traditional preaching, teaching
and solving of puzzles to the intelligent environment of
intelligent perception and multi-dimensional interaction. This
project uses the Internet of things, artificial intelligence, big
data and other new generation of information technology to
realize the education situation can be calculated. It further
improves the learner model, constructs the dynamic
evolution domain knowledge model, and realizes the self-
reorganization, growth and evolution of domain knowledge.
This project collects a large number of personalized learning
data and related information through personalized learning
system. And it uses the method of big data for education to
analyze and diagnose the characteristics, preferences,
processes and effects of learners' personalized learning and
provides learners with appropriate and accurate personalized
learning services. It has broken through the limitation of the
original personalized learning and has new connotation and
characteristics, which is an important topic in the current
education study field. It is an active adjustment to the
inevitable trend of educational technicalization brought by
the upgrading of modern information technology, and it is
deep cognition of personalized learning supported by
educational technology. The personalized learning service
proposed in this paper adheres to the learning needs of
learners as the center. It emphasizes the openness and
technical characteristics of personalized learning under the
background of educational modernization. And it further
enriches diversified resources, promotes the scale of data and
improves the intelligence of computing. It catalyzed the
integration of natural science in education. In addition,
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unlike the traditional empirical education research paradigm,
it is transformed into a data-driven scientific research
paradigm. It creates a new approach to make education
precise and scientific. It accumulates the initial momentum
of breakthrough in personalized learning. And this is a
historic opportunity to realize the millennium dream of
"teaching students based on their real aptitude".
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Abstract. Under the background of Internet+education, video course resources
are becoming more and more abundant, at the same time, the Internet has a
large number of not named or named non-standard courses video. It is increas-
ingly important to identify courses name in these abundant video course teaching
resources to improve learner efficiency. This study utilizes a deep neural network
framework that incorporates asimpleto implement transformation-invariant pool-
ing operator (T1-pooling), after the audio and imageinformationin coursevideois
processed by the convolution layer and pooling layer of the model, the T1-pooling
operator will further extract the features, so asto extract the most important infor-
mation of course video, and we will identify the course name from the extracted
course video information. The experimental results show that the accuracy of
course hame recoghnition obtained by taking image and audio asthe input of CNN
model is higher than that obtained by only image, only audio and only image and
audio without ti-pooling operation.

Keywords: Knowledge discovery - Tl-pooling - Convolutional nerve

1 Introduction

Online education platforms, forums, personal homepages, Weibo, various training
groups, live broadcast platforms, etc. are all scattered with a large number of course
video resources. Some of the course resources are normative, with course names, course
knowledge points, and course evaluations. However, there are many video resources
that are not standardized and are uploaded spontaneously by individuals on the Internet.
Therefore, when searching for learning resources, the search may be incompl ete due to
theirregular description of the video resources, theirregularity or lack of naming, soitis
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increasingly important to identify the courses name from the video for usto effectively
use the Internet learning resources.

Identifying course names from video is a category of knowledge discovery, and
knowledge discovery is the process of identifying effective, novel, potentially useful,
and ultimately understandabl e knowledge from the data[1]. At present, most researches
on knowledge discovery focus on text documents. For example, Wang et al. [2] proposed
a convolutional neural network event mining model using distributed features, which
uses word embedding, triggering word types, part of speech characteristics and multiple
features of topic model to conduct event mining intext. Li et al. [3] used gated recurrent
neural network (GRU) with attention mechanism to identify events in texts. However,
few people study video, audio and other multimedia files. Video and audio generally
contain rich knowledge, especially courses video, which is not only rich in content but
also related to knowledge. At present, there are alarge number of courses video on the
Internet, and these course resources have the phenomenon that the course name does not
correspondto the content or lacksthe course name. Research on how toidentify thecourse
name in video will help learners make better use of learning resources. In recent years,
deep neural networks have made remarkable achievements in many machine learning
problems, such asimagerecognition[4], imageclassification[5] and video classification.
However, identifying course names from courses video is till a challenge.

Based on the above analysis, this study uses a deep neural network model to collect
video fragments of different courses from MOOC of China University and input the
pictures and audio of course video into the model for training. After the completion
of convolution and pooling, a TI-pooling operation is added. The TI-pooling operation
can automatically find the best “ standard” instance for training input, reduce the redun-
dancy of learning features, and reduce the parameters and training time of the model.
Ti-pooling operation will be introduced in detail in Sect. 3.2. In terms of the sel ection of
activation function, we choose FReL. U activation function. Compared with traditional
Rel. U function, FReL U function has the advantages of rapid convergence, higher per-
formance, low calculation cost and strong adaptability. To verify the effectiveness of the
method we used, we compared it with only images, only audio, and with images and
audio but no Tl-pooling model. Experimental results show that the performance of our
method is better than the other three methods. Generally, this study offers at least three
contributions as follows.

1. The CNN isapplied to the course name recognition of course video.

2. Theimages and audio of course video are used as the input of the model to identify
the name of course video.

3. The course name is automatically recognized from the course video.

2 Reated Work

Massive data and poor knowledge lead to the emergence of data mining and knowl-
edgediscovery research. Knowledge discovery originatesfrom artificial intelligenceand
machinelearning. Itisanew interdisciplinary subject with strong adaptability formed by
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theintegration of machinelearning, artificial intelligence, database and knowledge base.
Therearetwo main branches of knowledge discovery research at present, namely knowl-
edge discovery based on database (KDD) and knowledge discovery based on literature
(KDT).

K nowledge discovery based on database (KDD) can be defined as using datamining
methodstoidentify valid, potentially useful, and ultimately understandabl e patternsfrom
the database [ 7]. Knowledge discovery technology based on databaseis very mature and
has been applied in many industries. For example, Wu Dan [8] used database know!-
edge discovery technology to predict employee turnover based on the basic information
database of employees, and identified important factors that affect employee turnover,
including the company’s equity ownership, monthly salary, work environment satisfac-
tion, work participation and so on. Xu et a. [9] developed the PhenoPredict system,
which can infer the therapeutic effects of therapeutic drugs for diseases with similar
phenotypes on schizophrenia from the knowledge base. Li Xiaoqing [10] studied bank
data mining and knowledge discovery, and pointed out that data mining and knowledge
discovery provide abasis for bank decision-making and customer relationship manage-
ment. Knowledge discovery based on database has its limitation that it can only deal
with structured data.

However, in the real world, knowledge does not all appear in the form of structured
data in traditional databases, and quite a lot of knowledge is stored and presented in
variousforms, such asbooks, journal's, newspapers, research papers, radio and television
news, WEB pages, E-mail and so on. Thereisalso alarge amount of valuableinformation
in these unstructured data sources. Therefore, data mining from these unstructured data
sourcesto extract useful knowledge for users has become anew research hotspot in data
mining, which is knowledge discovery based on text. For example, Kerzendorf [11] has
developed atool that canfind similar articlesbased entirely onthetext content of theinput
paper. By mining Web server logs, Novanto Yudistira et a. [12] found the correlation
knowledge in the indicators of e-learning Web logs. Strong typed genetic programming
(STGP) is used as a cutting edge technique to find precise rules and summarize them
to achieve goals. The knowledge displayed may be useful to teachers or scholars, and
strategies can be improved according to course activitiesto improve the use quality of e-
learning. Enrique Alfonseca et al. [13] describes a combination of adaptive hypermedia
and natural language processing techniques to create online information systems based
on linear text in electronic formats, such as textbooks. Online information systems can
recommend information that users may want based on their interests and background.
Text-based knowledge discovery can processavariety of unstructured data. However, the
current social data volume is growing exponentially. Traditional knowledge discovery
technol ogy based on database and opportunity text has been difficult to process massive
data

Inrecent years, deep | earning technol ogy has achieved good resultsinimage recogni-
tion, image classification and audio processing, and promoted the application of knowl-
edge discovery in video and audio. We use atwo-channel convolutional neural network
model to process the pictures and audio in the course video, and realize the automatic
recognition of the course names without naming or non-standard naming of video from
alarge number of course video.
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3 Methodology

3.1 TheNetwork Architecture

For video knowledge discovery, CNN-related technology usually adopts multi-channel
network structure, and hasthe following three main characteristics: first, weight sharing,
second, local reception field (LRF), and third, pooling operation. CNN generally uses
local information rather than global information.

The CNN model we use consists of two channels, picture and audio, which share
parameters, The model consists of five convolution layers, each of which is followed
by a maximum pooling layer after convolution. After the five convolution layers, a Tl-
pooling operation is conducted, and then the full connection layer is connected. The
CNN mode isshown in Fig. 1:

Tutput Rotation Conv Conv TT-poolin FC layer Output
layer Scale changes Maxpooling Maxpooling P 8 ¥ layer

QJE A N
Weight ——
sharing %

Non—Knowledge

: h %

Weight
sharing / > I
- % ﬂh

Fig. 1. CNN architecture

3.2 TI-Pooling Operation

In this study we represent features in a convolutional neural network as invariant
transformations, which means that the machine learning algorithm only processes
inputs that have not changed for some transformations. The most famous examples
of general-purpose transformation-invariant features are SIFT (scale-invariant feature
transform) [14] and its rotation-invariant modification RIFT (rotation-invariant feature
transform) [15].

Because we did some processing on the sample before entering the data into the
model, such asrotation, scaling and other changesto enhance the richness of the sample.
The goal of TI-pooling isto carry out exhaustive search on the transformed samples to
obtain the instance corresponding to the current response of the feature, and then only
improve the performance of the feature with thisinstance.
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AsshowninFig. 1, inthe CNN model, the original sample and the transformed sam-
ple are input together. Instead of considering all the inputs as independent samples, but
all theresponses of the original sample and the transformed sample are accumul ated and
the maximum response is taken. Compared with data expansion, TI-pooling operation
can learn fewer parameters without the disadvantage of losing relevant information after
sample conversion, because it uses the most representative strength for learning.

Assume that, given a set of possible transformations @, we want to construct new
features g_k (x) in such a way that their output is independent from the known in
advance nuisance variations of the image x. We propose to formulate these featuresin
the following manner:

Ok (X) = max fi((¢(x)) @
PP

Where ¢(x) isthe input sample x according to a set of transform & transform after
get the sample, fyd(X) is the input sample characteristics of the model, and TI-pooling
ensures that we use the best instance ¢(x) for learning.

3.3 Activation Function

Rel U isanactivation functionwidely usedin CNN, but dueto the zero-hard rectification,
it cannot obtain the benefits of negative values. ReL. U simply restrainsthe negative value
to hard-zero, which provides sparsity but results negative missing. Thevariantsof ReL U,
including leaky ReL U (LReL U) [16], parametric ReL U (PReLU) [17], and randomized
RelL U (RReLU) [18], enable non-zero slope to the negative part. It is proven that the
negative parts are helpful for network learning. In this paper we use a new activation
function called flexiblerectified linear unit (FReL U), FREL U extendsthe output state of
theactivationfunction, adjuststhe output of theReL U function by adjusting therectifying
point, captures negative information and provides O features. It has the advantages of
fast convergence, high performance, low calculation cost and strong adaptability [19].
Asshown in Fig. 2(a), theinput is x and the ReL U functionis:

Xifx>0
relu(X)Z{Oifx<o &)
A A
) .
(a) (b)

Fig. 2. ReLU and FReL U function images
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The FReL U activation function we use is shown in Fig. 2(b). The functionis:

X+b ifx>0

b ifx<0 @

frelux) = {

where by is the Iy, layer-wise learnable parameter, which controls the output range of
FReLU. Note that FReL U naturaly generates ReL U when by = 0.

3.4 LossFunction

We choose the cross entropy function as the loss function of the training network. The
specific functioniis:

C:%;[ylnaJr(l—Y)'n(l—a)] (4)

Where x is the input to the training, y is the output of the training, ais the actual
output of each neuron, and n is the entire number of samples trained.

3.5 Back Propagation

Let V fy(x) be the gradient of the feature fi(x) defined in Eq. 1 with respect to the
outputsO(-, 0}‘1) of thepreviouslayer. Thisgradient isstandard for convol utional neural
networks and we do not discuss in details how to compute it [20]. From this gradient we
can easily formulate the gradient ﬂ?téii of the transformation-invariant feature gy (x) in
the following manner:

dgk(x)
dfi(x)

¢=wgﬁgm@uh (6)

=V f(¢(X)) )

4 Experiments

The method we used isto input the images and audio of course video into the model. In
order to verify the accuracy of the model, we conducted a comparative experiment with
the model that only images, only audio, only images and audio but without TI-pooling.
The detailed process of the experiment is shown below.

4.1 Data Set

We collected 15 video clips from MOOC of China University, processed the video into
324 pictures and 62 pieces of audio, and marked the picture and audio according to the
course name. In order to increase the richness of the sample, we will make the picture
and audio. After the rotation and scaling changes, 1296 pictures and 248 pieces of audio
were obtained, and then 70% of the sampleswere selected into the training set, and 30%
of the samples entered the test set.
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4.2 Parameter Settings

The optimizer of the whole model uses the stochastic gradient descent method. The
initial learning rate of the stochastic gradient descent method is set to 0.005, and the
learning rate is attenuated by 1 x 10~ after each update. The batch size of the data set
read by the neura network during training is 16. The training data is transmitted to the
neural network we usein the form of “sample-tag” for training the network model. The
number of iterationsis 10°.

4.3 Experimental Result

To evaluate the effectiveness of the method we used, we compared the model using only
images, using only audio, and using images and audio without increasing the TI-pooling
operation. The experimental results show that the model we used is identified. Course
names are more accurate than other methods. As shown in Table 1.

Table1l. Experimental result

Methods Accuracy
Image only 61.3%
Audio only 57.7%

Image and Audio(without Tl-pooling) | 71.6%

Image and Audio(with TI-pooling) 77.4%

5 Conclusion

Identifying course names from a large number of non-naming or naming non-standard
course videos can help learners improve the efficiency of resource retrieval and thus
improve learning efficiency. In this paper we use a two-channel convolutiona neural
network model to processtheimage and audio signalsof thecoursevideo. Theframework
addsaTI-pooling operation after all convolutional pooling layers. T1-pooling can Extract
the most important features from the course video. The experimental results show that
the CNN framework we use can better identify the course name from the course video,
thus helping learners to better utilize the video learning resources on the Internet.
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Abstract. In this paper, we propose an approach of course recommender system
for the subject of information management speciality in China. We collect the
data relative to the course enrollment for specific set of students. The sparse linear
method (SLIM) is introduced in our approach to generate the top-N recommen-
dations of courses for students. Furthermore, the L, regularization terms were
presented in our proposed optimization method based on the observation of the
entries in recommendation system matrix. Expert knowledge based comparing
experiments between state-of-the-art methods and our method are conducted to
evaluate the performance of our method. Experimental results show that our
proposed method outperforms state-of-the-art methods both in accuracy and effi-
ciency.

Keywords: Course recommender system - Sparse linear method
Expert knowledge

1 Introduction

The emergence and rapid development of Internet have greatly affected the traditional
viewpoint on choosing courses by providing detailed course information. As the number
of courses conforming to the students’ has tremendously increased, the above-mentioned
problem has become how to determine the courses mostly suitable for the students
accurately and efficiently. A plethora of methods and algorithms [2, 3, 11, 15] for course
recommendation have been proposed to deal with this problem. Most of the methods
designed for recommendation system can be grouped into three categories, including
collaborative [1, 8], content-based [7, 14], and knowledge-based [5, 8, 17], which have
been applied in different fields such as [4] proposed a collaborative filtering embedded
with an artificial immune system to the course recommendation for college students.
The rating from professor was exploited as ground truth to examine the results.
Inspired by the idea form [4] and the optimization framework in [9], we propose a
sparse linear based method for top-N course recommendation with expert knowledge
as the ground truth. This method extracts the coefficient matrix for the courses in the
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recommender system from the student/course matrix by solving a regularized optimi-
zation problem. The sparseness is exploited to represent the sparse characteristics of
recommendation coefficient matrix. Sparse linear method (SLIM) [9] was proposed to
top-N recommender systems, which is rarely exploited in course recommender systems.
Due to the characteristics of course recommendation system in Chinese University, our
method focuses on the accuracy more than the efficiency. It is different form the previ-
ously proposed SLIM based methods [6, 9, 10, 18], which mainly addresses the real-
time applications of top-N recommender systems. The framework of our proposed
course recommender system is shown in Fig. 1.

Learning Management
System

A 4

Select relevant data

—

Data Gathering #| Data Pre-Processing

v

Use SLIM

A 4

Result of the
Recommender System

Fig. 1. The framework of our proposed course recommender system

According to our observation about common recommendation system matrix, most
of the entries are assigned the same value (zero or one), and the gradients of neighboring
entries also hold the same value (zero or one). Therefore, the sparse counting strategy
of L regularization terms [16] were included into the optimization framework of SLIM.
The L, terms can globally constrain the non-zero values of entries and the gradients in
the recommendation system matrix, which is the main contribution of our proposed
method. Different from the previously proposed regularization terms (the L; and L,
terms), the L, term can maintain the subtle relationship between the entries in recom-
mendation system matrix.

After the process of data gathering as shown in Fig. 1, comparing experiments
between state-of-the-art methods and our method are conducted. Consequently, both the
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experimental results of state-of-the-art methods and our method are evaluated with the
course recommendations presented by seven experts with voting strategy.

The rest of the paper is organized as follows. In Sect. 2, we describe the details of
our proposed method. In Sect. 3 the dataset that we used in our experiments and the
experimental results are presented. In Sect. 4 the discussion and conclusion are given.

2  Our Method

2.1 The Formation of the Method

In the following content, ¢; and s; are introduced to denote each course and each student
in course recommender system, respectively. The whole student-course taken will be
represented by a matrix A of size m X n, in which the entry is 1 or O (1 denotes that the
student has taken the course, 0 vice versa).

In this paper, we introduce a Sparse Linear Method (SLIM) to implement top-N
course recommendation. In this approach, the score of course recommendation on each
un-taken student/course item ¢; of a student s; is computed as a sparse aggregation of
items that have been taken by s;, which is shown in Eq. (1).

ay = a;w )
where a is the initial course selection of a specific student and w; is the sparse vector of
aggregation coefficients. The model of SLIM with matrix is represented as:

A =AW ()

Where overlineA is the initial value of student/course matrix, A denotes the latent
binary student-course item matrix, W denotes the n X n sparse matrix of aggregation
coefficients, in which j — th column corresponds to w; as in Eq. (1), and each row of
C(c,) is the course recommendation scores on all courses for student s;. The final course
recommendation result of each student is completed through sorting the non-taken
courses in decreasing order, and the top-N courses in the sequences are recommended.

In our method, the initial student/course matrix is extracted from the learning
management system of a specific University in China. With the extracted student/course
matrix of size m X n, the sparse matrix W size of n X nin Eq. (2) is iteratively optimized
by alternate minimization method. Different from the objective function previously
proposed in [9] shown in Eq. (3), our proposed method is shown in Eq. (4).

1 B
min 24— AW[Z + 2wz + 2, 4], ®
1 B
min TA =AW + Z (W + 4s]lall, + VAl @

Where ||.|| - denotes the Frobenius norm for matrix, || W||, is the item-wise L, norm,
[[W]l, denotes the entry-wise L, norm that stands for the number of entries with zero
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value. The data term ||A — AW|| is exploited to measure the difference between the
calculated model and the training dataset. The L, — norm, L, — norm, and L, — norm
are exploited to regularize the entries of the coefficient matrix W, A, and VA, respectively.
The parameters f,, f,, 4,, and p are used to constrain the weights of regularization terms
in the objective functions.

In our proposed final objective function, the Ly norm is introduced to transfer the
optimization problem into elastic net problem [19], which prevents the potential over
fitting. Moreover, the L; norm in Eq. (3) is changed to Ly norm in our proposed objective
function. This novel norm L, [12, 13, 16] is introduced to constrain the sparseness of
the A and VA.

Due to the independency of the columns in matrix W, the final objective function in
Eq. (4) is decoupled into a set of objective functions as follows:

. 1 2 ﬁz 2
gl = el +Z bl + la], +ulval, ®)
where a; is the j-th column of matrix A, w; denotes j-rh column of matrix W. As there
are two unknown variables in each Eq. (5), which is a typical ill-posed problem. Thus,
this problem need to be solved by alternate minimization method. In each iteration, one
of the two variables is fixed and the other variable is optimized.

2.2 The Solver of Our Proposed Method

Subproblem1: computing w;
The w; computation sub-problem is represented by the minimization of Eq. (6):

1 2 By
alls=amll+ 5l ©

Through eliminating the L, terms in Eq. (5), the function Eq. (6) has a global
minimum, which can be computed by gradient descent. The analytical solution to

Eq. (6) is shown in Eq. (7):

F(a-
wy=F 5 ) @

F(a) + 5 (F(0,)" - F(0,) + F(9,)" - F(9,))

y

where F(.) and F~!(-) denotes the Fast Fourier Transform (FFT) and reverse FFT,
respectively .F()* is the complex conjugate of F(-).

Sub-problem 2: computing ¢; and Vg,
With the intermediate outcome of w, the a; and Vg, can be computed by Eq. (8):
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sle-aml+ 2l + uval, ®)

By introducing two auxiliary variables / and v corresponding to the column vector

a; and Va,. The sub-problem can be transformed into Eq. (9):

I I I e L R N

To testify the performance of our proposed method, comparing experiments between
state-of-the-art methods and our method are carried out with gathered dataset and expert
knowledge. In the following section, the experiments are described in detail.

3 Experimental Results

3.1 Datasets

In order to testify the performance of our proposed method and implement the method
in practical scenarios, we gather the data from five classes of information management
specialty for the learning management system of our University. The data records of the

Table 1. The initial dataset from the five classes

No. |SPSS |CH Eng |LA PT DB CC PE C Acc | CS
1 1 1 1 0 1 0 1 1 0 1 0
2 0 1 1 0 1 0 1 1 1 1 0
3 0 1 1 0 1 1 0 1 0 1 0
4 0 1 1 0 1 1 0 1 1 1 0
5 1 1 1 1 1 0 0 1 1 1 0
6 1 1 1 1 1 0 0 1 1 1 1
7 0 1 1 1 1 0 0 1 1 1 1
8 1 1 1 1 1 1 0 1 0 1 1
9 1 1 1 0 1 1 1 1 0 1 0

10 1 1 1 0 1 1 1 1 0 1 0
11 0 1 1 0 1 0 1 1 0 1 0
12 0 1 1 0 1 1 0 1 0 1 1
13 0 1 1 1 1 0 1 1 0 1 1
14 1 1 1 1 1 1 1 1 0 1 1
15 1 1 1 1 1 1 1 1 0 1 1
16 0 1 1 0 1 1 1 1 0 1 1
17 1 1 1 1 1 1 1 1 0 1 1
18 0 1 1 1 1 0 1 1 0 1 0
19 1 1 1 0 1 1 1 1 0 1 0
20 0 1 1 1 1 0 1 1 0 1 1
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courses and students were extracted from the Department of Management Information
System, Shandong University of Finance and Economics and the Department of Elec-
tronic Engineering Information Technology at Shandong University of Sci&Tech. The
most important information of the courses and students is mainly about the grades
corresponding to the courses. All of the students from the information management
specialty are freshmen in our University. Most of them have taken the courses of the
first year in their curriculum except three students have failed to go up to the next grade.
Thus, firstly we eliminate the records of the three students. Meanwhile, we collect the
knowledge including the programming skill that they have mastered through a ques-
tionnaire. The courses that they have taken and the content that have grasped are
combined in the final datset. A part of the dataset is shown in Table 1, where 1 denotes
that the s; student has mastered the #; course, and 0 denotes the opposite.

After gathering the data of the students from the five classes, comparing experiments
between state-of-the-art methods and our method are conducted. We choose several
state-of-the-art methods including collaborative filtering methods itermkNN, userkNN,
and the matrix factorization methods PureSVD.

3.2 Measurement

The knowledge from several experts on the courses in information management
specialty are adopted as ground truth in the experimental process. To measure the
performance of the comparing methods, we introduce the Hit Rate (HR) and the Average
Reciprocal Hit-Rank (ARHR) in the experiments, which are defined as shown in
Egs. (11) and (12).

_ #hits
#students

Y

where #hits denotes the number of students whose course in the testing set is recom-
mended by the expert, too. #students denotes the number of all students in the dataset.

#hits

1

ARHR= —— ) —
#students = p;

(12)
Where p, is the ordered recommendation list.

3.3 Experimental Results

In this section, the experimental results calculated from the practical dataset. Table 2
shows the experimental results of the comparing methods in top-N course recommen-
dation.
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Table 2. The performance of the comparing methods

Methods | HR, ARHR, | HR, ARHR, | HR; ARHR; | HR, ARHR, | HRs ARHR;
itemkN | 0.18 0.13 0.19 0.14 0.20 0.13 0.18 0.13 0.19 0.14

N

Itempro | 0.21 0.15 0.19 0.16 0.21 0.14 0.19 0.12 0.17 0.13

b

PureSV | 0.09 0.11 0.10 0.12 0.12 0.12 0.17 0.14 0.18 0.15

D

SLIM | 0.24 0.16 0.17 0.18 0.24 0.19 0.16 0.14 0.17 0.15
ours 0.27 0.17 0.19 0.17 0.25 0.18 0.20 0.14 0.19 0.15

Where HR;, ARHR; denotes the performance for class;, respectively. The experi-
mental results shown in Table 2 demonstrate that our proposed method outperforms
state-of-the-art methods in most of course recommendations both in the HR and ARHR.
It shows that the sparse regularization term based on the prior knowledge from the
observation in our method are suitable for solving the problem of course recommenda-

tion.

In order to illustrate the performance of our proposed method according to the
number of courses and topics included in the experimental testing. It shows in Fig. 2
that a higher accuracy is obtained when the number of courses increases. Meanwhile,
the courses included in our experiments are divided into 32 different topics, Fig. 3 shows
that the accuracy is also higher when there are more relative courses.

< Hhw=TCcHN D

W
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Fig. 2. Accuracy of our proposed recommendation system method due to the number of courses
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Fig. 3. Accuracy of our proposed recommendation system method due to the number of topics

4 Conclusion

In this paper, we propose an approach of course recommendation. In our method, the
SLIM was introduced and a novel L, regularization term was exploited in SLIM. Mean-
while, the alternate minimization strategy is exploited to optimize the outcome of our
method. To testify the performance of our method, comparing experiments on students
from five different classes between state-of-the-art methods and our method are
conducted. The experimental results show that our method outperforms the other previ-
ously proposed methods.

The proposed method was be mainly used to implement the course recommendation
for the Universities in China. However, it also can b exploited in other relative fields.
In the future, more applications of our approach would be investigated. Other future
work includes the modification of the objective function in our method including the
other regularization terms and different optimization strategy.
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Abstract—As a novel learning method, mobile learning will
definitely become one of the most important part of learning
based society. In this paper, wefirstly analyze the disadvantage
of the traditional in-class teaching pattern, aiming at
Information Management System to research the mobile
learning based knowledge architecture construction and
related resource integration. According to the current
curriculum architecture, we systematically review all of the
subjective courses and relative knowledge modules, which
contributes in organizing whole relationship among all of the
modules, constructing the connections and improving the
whole knowledge architecture. Our proposed plan would be
beneficial in solving the problem existing in traditional in-class
teaching pattern.

Keywords- Mobile learning; Information Management and
Information System; Knowledge Architecture

According to the current curriculum architecture, we
systematically review al of the subjective courses and
relative knowledge modules, which contributes in organizing
whole relationship among al of the modules, constructing
the connections and improving the whole knowledge
architecture. Our proposed plan would be beneficia in
solving the problem existing in traditional in-class teaching
pattern.

Along with the development of computer networking and
wireless communication, intelligent mobile termina has
greatly changed our living style and working method [1-2].
Based on the mobile learning technique, learning with the
mobile terminal has been paid attention by more and more
people, and mobile learning has become one of the novel
learning methods in learning based society. In 2000 [3], the
report D-learning. E-learning. M-learning presented by
remote learning expert DesmondeKeegan was introduced
into China, after that mobile learning has been one of the
most popular research hotspot in China. Mobile Learning
means to implement the Anyone, Anytime, Anywhere, and
Any style (4A) freely learning, which can supply the learners
with time-oriented, place-oriented, and person-oriented
learning environment, and dynamically construct the brand
new learning and teaching pattern.

There have been various successful mobile learning cases,
such as [4]the project of MOBILearn in EU, and[5] the

INTRODUCTION

Linjj112@163.com

mobile education project presented by Chinese Ministry of
Education, which theoretically and practically explore the
teaching  design, content development, platform
implementation, architecture evaluation and business pattern
of mobile learning architecture, respectively. On the other
hand, the hand hold augmented redlity simulation game
project by MIT, America and the butterfly observation live
learning support system project by Nationa Tsing Hua
University, focus on specific content based virtua reality,
simulated game scene, they emphasize on the natural fusion
of learning and substantial scenario. Their research content
aims at making use of the facility of the mobile devices in
functionality such as information acquisition and mutual
discussion. The project presented in China, including the
mobile education by Ministry of Education stress on the
implementation of teaching supportive system, the
commercia project by corporation such as the family of
mobile learning by Nokia Inc., focuses on informal learning
or casua learning of English and other fashion design. At
present, the researches and projects in China hardly relate to
the formal educating activity, especialy the fusion with the
courses of in-school courses, the width and depth of the
mobile learning based teaching and practicing researches and
projects need to be extended in the next following phases.

The content of Information Management and Information
System covers up management and computer science, etc. It
has obvious characteristics of inter-discipline, following with
the rapid development of networking technique and micro-
electronic technique, management, computer software and
theory are interconnected with each other deeply and broadly,
which al contribute in changing the theory and technique in
Information Management and Information System.

Currently, most of the Universitiesin China are exploring
how to cultivate and raise the creative talents of Information
Management and Information System under the new era. In
recent several years, some Universities are carrying out
applied talent raising and extraordinary engineer plan based
teaching researches and projects of different levels, aiming at
this problem and combining with self practical condition we
perform similar teaching reform exploration. The reform
includes the talent raising patern in Information
Management and Information System, Curriculum
architecture construction, curriculum optimization, practical
teaching arrangement, etc. Some of the projects put forward
utilizing the modern teaching method and constructing

978-1-5090-3906-7/16 $31.00 © 2016 IEEE
DOI 10.1109/ITME.2016.44
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network based teaching platform, such as online learning and
mobile learning both are remote educational patterns. Maobile
learning emphasizes on the personal learning, which is the
extension and development of online learning, can help the
learners to realize the learning process anytime anywhere. At
present, there are rarely this kind of researches and
explorations especially in Information Management and
Information System.

Nowadays, the construction of Information Management
and Information System in each University of China usually
follows as: from fundamental to professional, from simple to
difficult, based on which the curriculum architecture of
Information Management and Information System is divided
into Common Fundamental, Specidty Fundamental,
Speciaty Optional, and Practical Section, etc. The coursesin
raising plan are systematically related with each other, but in
the implementation process we commonly observed that the
students are lack of systematical understanding and acquiring,
meanwhile they have no knowledge about the relationship
among the courses and the fundamental requirements, and
they aways present the problems that the knowledge are
discrete and what can they do after graduation or where to
find the job.

In this paper, according to teaching and analyzing of the
author, we confirm that the existing problems relates to the
constraint of traditional teaching pattern. Thus, we firstly
analyze the constraint of traditional teaching pattern in
Information Management and Information System,
researching on the knowledge architecture construction and
resource integration based on mobile learning, according to
the current curriculum architecture, we systematically review
all of the subjective courses and relative knowledge modules,
which contributes in organizing whole relationship among all
of the modules, constructing the connections and improving
the whole knowledge architecture. With the learning
requirement of students, getting rid of the textbook-centered
teaching method, constructing the mobile learning based
speciaty knowledge learning resource, we emphasize on the
forming process of teaching knowledge. Aiming at the
different emphasizing directions of this speciaty, we
construct the web based knowledge architecture. Based on
the intactness and practicaity of specialty knowledge,
guiding the students to carry out self learning, leaving them
with free space of thinking, cultivating the creative thought
and creative ability of the students with inspiring teaching.
The implementation of the project can effectively solve the
problems existing in traditional in-class teaching pattern.

The problemsinclude:

(1) Under the traditional in-class teaching pattern, the
teachers utilize the instructing and experimenting to teach the
students relative knowledge of specific specialty. According
to the abstract theory, dynamical process description,
integration, and designing experiments of specialty courses

EXISTING PROBLEMSIN TRADITIONAL CLASSROOM
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in Information Management and Information System. The
students have difficulties in understanding the content,
lacking of practicality. With the mobile learning pattern , the
teachers and students al can make use of the resource
platform with different multimedia materials (animation,
simulation, audio and video, etc) to learn specific knowledge
module, the students can utilize the mobile devices to learn
anytime and anywhere, which can effectively enhance the
learning result.

(2) In traditional in-class teaching pattern, according to
the constraint of semester arrangement, the time interval of
some courses is extensively long. There are disconnections
of preliminary and successive courses, omitting of the
important knowledge points, thus the teachers always need to
review, retrospect consistently, which affects the learning
efficiency. Otherwise, with the current evaluation and
feedback mechanism, after completing the course the
students can only clearly understand self learning situation
with the score of final exam, which makes them ignoring the
knowledge points if they pass the exam, without successive
guidance and lack of knowledge points the student cannot
comprehend enough content. On the other hand, with the
mobile learning based specialty knowledge architecture
resource, the students and teachers can communicate with
the same learning platform, the teacher can teach the students
online, and according to the different reguirement of
different speciaty and employment they can elaborate the
knowledge differently. The students can choose the learning
resource optionally anytime and anywhere, breading the wall
of before class, in-between class, and after class and barrier
between preliminary course and successive course.

(3) In traditional in-class teaching pattern, in order to
satisfy the covering of knowledge in determining the raising
plan, there are various specialty courses. But the students did
not get enough guidance of choosing optional courses, which
makes them lack of systematica understanding of the
speciaty learning. Mobile learning based knowledge
architecture should be constructed with different directions
and webbed knowledge architecture, guiding the students to
clarify their own learning direction and carry out
systematical learning, and effectively extend their knowledge.

(4) Because the teachers have to think about the
employment and graduation of the students at the same time,
they usualy require the students to comprehend the
knowledge points similarly, which is lack of persona
guidance and unbeneficial to teaching according to personal
requirement and condition. With the mobile learning
platform, the teachers can broadcast the knowledge modules
according to the different speciaty and employing
requirement, and the students can choose voluntarily.
Exploiting the mutuality of the platform, the students and
teachers can execute one by one learning and teaching
procedures, which can redize the persona teaching and
customizing teaching.



Figure 1.

Meanwhile, mutual learning and collaborative learning
with the mobile terminals can transfer the passive learning
into active learning, which can stimulate the interest and
enthusiasm of the students, would be beneficial to the
cooperation and creativity of the students. Through the
research and exploration of this project, we can implement
the fusion of foreign advanced teaching methods and
resources, which can enhance the comprehensive ability of
the student and the teaching research level of our University,
finally it can improve the educating quality entirely.

1. INFORMATION MANAGEMENT AND INFORMATION
SYSTEM SPECIALTY MOBILE LEARNING BASED RESOURCE
CONSTRUCTION

Our University began to enroll the students of
Information Management and Information System from
2005. According to the requirement of Shandong Province
High School and socia economy development, as a
provincial school our University clearly presented that we
should raise advanced practical and creative taents in our
planning. Therefore, aiming at Information Management and

Information System we should stand up on the
locdization of our University, fully make use of the
characteristics and advantage of our specialty, effectively
utilize the inter-discipline characteristics of Information
Management and Information System, to cultivate the
students with ability of information technique and
management, advanced practical talents for the area
economy development would be our optimal arrangement
and position.

During about one decade of development, we insist on
the specialty construction guiding thought, which is based on
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Information Management and Information System specialty teaching architecture.

cultivating the taent,
practicing,

teaching researching, and serving the society in harmony.
Oriented with the social requirement, organizing openly,
creating talent raising pattern, based on the persons, chasing
the persona development and fully development of the
students, we continually accumulate and cultivate the
speciaty characteristics of Informative society requirement
oriented, practica teaching and practical information system
developing ahility of the students emphasized, and the fusion
of information technique and management. Figure 1 shows
the specidty teaching architecture of Information
Management and Information System in our University.

Figure 1 can demonstrate that the knowledge in
Information Management and Information System is broad,
meanwhile the development of information technique is
rapid, the teaching tasks and quantity are heavy, and the time
of teaching specialty courses is short. Therefore, aiming the
shortage of in-class teaching pattern, combing with the
speciaty teaching architecture of Information Management
and Information System, we research on the specialty talent
raising objective of Information Management and
Information System under new situation, and construct the
mobile learning based specialty knowledge architecture. In
above-mentioned architecture, the fundamental theory
platform can construct mobile learning resource, which are
chosen from foreign famous teachers, combined with
traditional in-class teaching, increase the diversity of
learning and decrease the dullness of theory learning for the
students. For the information technique platform part, the
updating of corresponding knowledge is rapid, so we should
construct the resource as much as possible and not

integrating the knowing with



constrained by the above listed content, we also should
construct the resource based on the interest of the students,
which would contribute to solve the problem that there is not
enough individua teaching. The students can acquire the
resource following their own requirement. We would
increase practical cases of learning resource, which can
impress the students directly and can benefit them further.
Management and Economics platforms can construct the
mobile learning resource with fundamental theory platform,
but they al must combine with the traditiona in-class
teaching, if the mobile learning resource is independent there
would be not good effect. Above all, the resource we
construct is mainly exploited to support the in-class learning
of the students.

The front-mentioned learning resource can be effectively
used by the students. Under the traditional in-class teaching
pattern, the students mainly make use of paper textbook, the
material supplied by teachers, PPT, Flash and other video
materials to learn. But in the mobile learning based pattern,
the brand of the terminal, platform, monitor, processing
ability and battery life time are different from each other,
thus the mobile learning resource has the characteristics of
intactness, conciseness, short but completeness, real time
mutuality, and personality. Therefore, after fully researching
and analyzing the characteristics of mobile learning based
termina and the requirement of mobile learning, with the
fundamental units of knowledge module of mobile learning,
adopting and introducing current foreign teaching methods
and resource, we develop the knowledge module based
visualized mobile learning resource, The content of very
knowledge module is relatively complete and independent,
they aso have interior connection and logic. The mobile
learning resources are diverse, including text, picture, audio,
video, animation, document, experimental case, and learning
app, etc.

To enhance the interest and enthusiasm of students, we
supply them with online seminar, forum, group discussion,
importance and difficulty analysis, online test, kinds of
mutual learning, the students can communicate with the
teachers about specific problem under one by one tutoring,
the students can discuss, co-assistant, co-evaluate with each
other, which all play important roles in the feedback during
teaching and leaning.
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IV. CONCLUSION

In this paper, after analyzing the existing problems in
traditional in-class teaching and exploiting state of the art
Internet and other relative techniques, we transfer the
traditional Information Management and Information System
education to Internet. First of al, According to the current
curriculum architecture, we systematically review al of the
subjective courses and relative knowledge modules, which
contributes in organizing whole relationship among all of the
modules, constructing the connections and improving the
whole knowledge architecture. Secondly, focusing on the
difference among individual mobile resource, we render the
learning resources in diverse ways. And to motivate the
interest and enthusiasm of the students, we supply them with
multiple mutually learning methods. Our proposed plan
would be effectively and efficiently in solving the problem
existing in traditional in-class teaching pattern.
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ABSTRACT: In our project, we focus on the information management and information system subject in our
University, we propose the Seminar teaching model, the scientific definition of this model, the
implementation principles of this model and we are practicing this model in reality. It should play an vital role
in raising specialized talents with high quality and creative skill, and render important standardization

meaning.

1. INTRODUCTION

Chinese higher education has already stepped into
the Era of the Missification with rapid and overall
development; Meanwhile, aong with the
development of national construction and economy,
we do need more specialized talents with higher
quality and ability (Lin, et al. 2014a, b, ¢) . Thus,
how to reform the talents raising model under such
development situation, and to seek advanced
teaching skills have become one of the most
important aspects that we should focus on. And
exploring the raising model and teaching methods
are playing vital roles in current time, they are
valuable and meaningful for all of us.

In “Shi Shuo” from HanY u, it says “What are the
main functions of teachers? They should at least
consist of teaching, transmitting, and exploring.” It
is simple but deep explanation of what a teacher
should be and should do. It is also the refined
summary of Chinese traditional teaching model from
thousands of years ago. This model exists in modern
Chinese education. It has played an crucial role in
raising the sociaisn  constructors  with
comprehensive knowledge in China. To understand
this model fully, we can conclude that good teachers
should speak out and speak well, and good students
should learn well thoroughly. Above al are the
fundamental requirements of our traditional
education (He, 2002; Haidi, et al. 2008), they are
also the basic content of current evaluation of
teaching quality. We should not deny the advantages
of this model, but we also can not avoid talking
about the disadvantages of this model, either. And
with the development of modern education, the
disadvantages are affecting more severely. In this
mode, the functions and roles of teaching are
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emphasized too much, and the activities of students
have been neglected. Especially, with the
development of modern society, more and more
knowledge is accumulated to even explosion level.
The knowledge that the students can learn in limited
time has falen behind the development of
knowledge. And traditional education can not solve
the inherent contradiction of itself. For example,
teachers always complaining about insufficient time,
incomplete content, meanwhile students
complaining about overloaded content and fast
teaching speed, tedious, and boring process, etc. But,
somebody has done relative experiments and the
results show that there is only 20 percent time of the
students has been used to concentrate on learning the
content from the teachers, and the results also tell us
that the students can not tolerate the one direction
teaching model, they are not interested in this kind
of teaching any more, which is the main source of
the above mentioned contradiction between teaching
and learning. Specially, as the settlement of raising
plan in our University, and the guideline to all
subjects in our University, this is kind of
contradictions would be more obvious than ever
before. It is the important issue that we are facing to
eliminate the contradiction. And the improvement
and exploration of teaching model should be one of
the effective ways to us. So in this paper, we
propose one teaching model based on Seminars, and
corresponding teaching plans for Information
management and information system subject, the
proposed model would render powerful meaning to
raising talents with high quality, creative ability, and
teaching standardization such as Figurel.



Figure 1. The powerful meaning to raising talents with high quality, creative ability, and teaching standardization.

2. GETTING STARTED RELATED WORKS

Among the teachers and students in Harvard, US,
there is one famous saying, “the one rea object of
education is to have a man in the condition of
continually asking questions (Zhu, 2008).” In China,
because of the impacts of traditional education idess,
the teachers over emphasize on the teaching of
knowledge itself. They turn the active, dynamic,
interacting language related activities into tedious,
boring broadcasting of knowledge. They do not
encourage the students to bring problems, they also
do not advocate the students to think or discuss
independently, and finally they make the teaching
into embarrassing situation. Under the dominance of
this mode, the students are reluctant to raise new
problems or discussion. In contrary, teaching model
based on Seminars do encourage the students to ask
questions, to think, to discuss, to explore, which all
contribute to develop the students talents and
abilities, and it can help to form the active scenes of
classrooms.

This mode is not one new teaching method. It had
been adopted by western Europe from 17 century.
Bruback (American Educator) presented that the
most fabulous teaching art is encouraging the
students to raise their own problems. From 50’s of
20 century, Seminar has been adopted in China
education system, but affected by the traditional
education idealism, this model has not been utilized
widely and thoroughly. In current years, plenty of
primary school and middle school students of
literature and history subjects have began to
explored and practiced this mode, have achieved
great effect, including some papers and practical
experience, but the implementation of this model in
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Universities and colleges is dill rare to see
(Kirschner, et al. 2006).

Thus, how to effectively promote the application
in Universities still need much more experiments
and experiences, the effects aso need to be
evaluated in the future.

In our project, we focus on the information
management and information system subject in our
University, we propose the Seminar teaching model,
the scientific definition of this model, the
implementation principles o this model and we are
practicing this model in reality. It should play an
vital role in raising specialized talents with high
quality and creative skill, and render important
standardization meaning.  After  exploration,
practicing of last two years, we have achieved
considerable teaching experiences and operative
teaching results, and it would achieve more
satisfactory effect, meanwhile it would also help to
guide relative teaching processes, and contribute in
raising the learning interests, enhancing the creative
ability, and comprehensive quality of the students.

3. CONSTRUCTION AND IMPLEMENTATION
PLANING OF SEMINAR TEACHING MODEL
- FOR INFORMATION MANAGEMENT AND
INFORMATION SYSTEM SPECIALTY

Seminar based teaching model should include
researching topics from the teachers or students,
discussion, self-exploration, implementing the
research plans, completing the objectives and
learning plans, satisfying the requirements,
enhancing the practical ability. In this paper, we
propose two ways to implement the teaching model:



3.1 Topic based Seminar: studentsinto groups—
assigning the topics by the teachers—browsing
the relative materials by students(including
learning and summarizing the relative
knowledge, and writing out the topic reports)—
discussion in groups—topic seminar—
evaluating the students by the teachers.

The teachers mush firstly analyze and plan the
teaching content at macro level based on studying
the curriculum and textbooks in prior, and they
should be familiar with the corresponding theories
and materials, based on the researching topics they
can bring the advance researching results into
teaching process, they must also determine the topic
problems used in the Seminar scenarios, give out the
subtle problems, assign the topic content, above
mentioned issues all need plenty of energies and
spirits. The teachers should create well designed
contextual environments, and stimulate the students
to explore actively with self motives, and help to
supply with the supporting materials to the students.
Discussion is the main stem of learning, it consists
of three aspects: (1) learning relative content from
the textbooks, to understand the problems through
observing, analyzing, and experimenting. (2)
exploring according to topics till satisfactory
answers to the problems are found out. (3) practicing
according to topic, including topic reports and self
discussion. In the seminars, the group leader should
pay attention to take the records. After the group
leader(in turns) give the conclusion, the teachers can
give supplement, based on the seminar process, the
teachers can give conclusion and emphasis
furthermore, and try to find out the inherent
relationship among the discussions from higher
level, and finaly the teachers evaluate the topic
reports and presentations of the students.

3.2 Problem based Seminar: students into groups—
teaching simply and instructing by the teachers—
self learning the relative materials by students
and proposing the relative problems—discussion
in groups—concluding by the teachers—
evaluating the students by the teachers.

In this paper, we propose a novel teaching method,
which theoretically is based on the constructivism of
teaching-learning theory and cognitive tool theory,
whose principal part is the students and guided by
the teachers, it encourages independent researching
and problem solving of the students. This method is
comprised of following six aspects. a great deal of
preliminaries taught by the teachers, sufficient
considering time given to the students, problems
raised by the students, the discussion with or without
conclusion, the evaluation of the problems and the
group members given by the academic advisor or
teachers.
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Thus our proposed teaching pattern not only pays
attention to “what to know”, it also concentrates on
“how to know”, it is mainly about teaching the
students to mastering the knowledge and learning
skills. Through the Initiative participation practica
experience of the students to promote the dynamical
construction of the science knowledge. The flow
chart of our proposed teaching pattern is illustrated
in Figure 2.

Figure 2. The flow chart of our proposed teaching pattern.

4. CONCLUSION

Problem based seminar teaching model is one
teaching method that can be used to stimulate the
interests and motives of the students to learn by
themselves. The keynote of this model is to reform
the framework of traditional teaching by innovations
of curriculum and teaching processes, form one
brand new teaching idealism, i.e. to instruct the
students to explore and discuss by themselves. It
emphasizes the interactions between teachers and
students, guarantee the students to join in the
teaching activities actively, it can develop the
enthusiasm of the students and the teachers. In this
paper, we try to explore the bilateral process of
teaching and learning, we (give specific
implementation plans, which all can effectively
enhance conscious activities of the students,



subjective initiatives of the teachers and activate the
classroom atmosphere.
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Abstract—In recent years, whether the graduate are needed by~ social requirement principle and improved high education
the society has become more and mor concerns. In this paper, system. In other words, the education department should
combining the students of independent colleges and our  adjust the content of subject, major and coursein time, which
education practice, the social requirement oriented training can satisfy the market requirement, based on the dynamical
mode is proposed. we construct and improve the pattern both market demand. Obviously, to construct the market signal
conforming the practical needs of current economic society and generation mechanism, transmission mechanism  and
refle(_:ting the training characteristics based on the so;ial adjustment mechanism, we need the construction of
requirement for Ipformatloq Management and |nformation requirement oriented education mechanism and creative
System talents of different majorsand levels. personnel training mode.
At present, knowledge economy trains and develops
rapidly with brand new gesture, and goes through explosive
expansion. Following the hierarchically development of new
technology revolution and continuous change of economy
.~ INTRODUCTION structure, even in  rapidly developed information
Personnel training mode, which determines the basic  management field the employment situation of graduates is
characteristics of the trained object, is the specificimplement  terrible now, and intense competition, overall quality and
way of colleges and universities to train the students  society adaptability have become the most important factors
knowledge, ability and quality structure. Personnel training  in information management talent requirement and
mode based on socia requirement enhances the pattern with ~ competition[2]. Under the situation discussed above, the
social requirement oriented education construction and talent  overall information management major talents who has
management, meanwhile implement the suitable principles ~ complete knowledge structure, acute creative consciousness
and flexibility in the whole process. and spirit, perfect personality and strong society adaptability,
In recent years, the employment for graduates has  can be competent the corresponding position and be
become one of the major concern of the society. Essentially,  accepted by the market. Therefore, in the education practice
the problem is related to structure rather than quantity. And  in financial colleges, we should pay attention to the
the main reason is that for these years, the major setup and ~ economic development frontier and grasp the market
training mode aways follows the supply oriented principle,  requirement direction, which can help us to construct and
which causes the divorce between major setup and market ~ improve the pattern in order to conform the practical needs
requirement.  Traditiona  Personnel  training  mode, of current economic society, reflect the training
knowledge structure and quality structure cannot satisfy the  characteristics based on the socid requirement for
practical needs of our economic development. Therefore in Information Management and Information System talents of
order to solve the problem we should focus on making useof ~ different majors and levels.
the information from labor market, construct and create the
requirement oriented personnel training mode according to

Keywor ds-information management and information system,
personnel training mode, social requirement, independent college
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Il.  RESEARCH STATUS

Currently, there have been plenty of discussion and
researches relative to personnel training mode [3,4]. In
general, the pattern includes three main factors: teaching
principle, teaching pattern and culture environment. Most of
the researches insist that the talent training in colleges and
universities should focus on following aspects: to face the
society redlity, to stress interdisciplinary and ability, to
enhance practice, to cultivate team spirit and creativity.

At present the problems in researches on information
management and information system personnel training
mode are:

A. Fuzzy professional positioning

In “Specialty catalog and introduction of undergraduate
course of common colleges and universities’ presented by
Chinese Ministry of Education[1], the training objectives of
information management and information system have been
given thoroughly, but the content is highly generalized and
broadly. Many professional teachers in universities would
misunderstand the content in the making process of major
training plan and teaching outline, which makes the students
of this major especially the freshmen confused about the
subject development and future occupation direction. At the
same time, many teachers in information management and
information system originally are from management major or
computer major, so they usualy they would start from the
original major stand and divide the new mgor into
management and computer parts. But practicaly,
information management major not only needs computer
based information technique courses but also stress the
ability of management information system design and
implementation.

In the professional talent training process, most of the
plan and course architecture in colleges and universities have
flaws. Firstly, the courses arrangement, most of which have
not arranged the guide courses and subsequent courses as
knowledge acquirement behavioral habit. Secondly, they do
not pay attention to practice teaching, and neglect the
interdisciplinary features of the major, which al make the
students lack of the ability of knowledge application and
necessary means of comprehensive ability. Thirdly, the
connection between the major courses is not deep enough,
especidly between the fundamental theory and information
technique courses, which make the students hard to apply
their knowledge in design and implementation, confines the
enhancement of their ability.

Analyzing from the practical perspective, information
technology has been applied broadly in modern enterprise
management, and the management concept, ideas and means
have changed totaly. Information technology has aso
deeply affected every aspect of the current economic society.
So how to train students, who have rapid adaptability to
science and technology development and conform to the
society requirement, is one of the important projects in
information management major talent train.
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B. Chaos pattern

Now the information management major positioning
mainly relates to three kinds of courses: the first kind is
general education courses, such as. higher mathematics,
foreign languages and political courses; the second kind is
economy management courses, such as: Management,
Economics, Accounting and Financial Management; the
third kind is information technology courses, such as
Programming, Operating System, Networking and Database,
etc. And in this pattern there is no effective interdisciplinary
professional course architecture, but the courses are simply
meld, the connection between them is not solid and the
knowledge architecture is incomplete, too. And the
information management and information system major train
plans of the colleges and universities are different from each
other, and the perspective differs, too. In “Speciaty catalog
and introduction of undergraduate course of common
colleges and universities” of 1998, the courses includes:
Economics, Accounting, Marketing, Operation Management ,
Organizational strategy and behavior, Principle of
Management, Application of mathematical statistics,
Operation research , Computer system and software, Data
structure and Database, Computer networking, Information
Management, Information Organization, Information storage
and retrieval, Management Information System analysis and
design, etc[1]. And the courses should be divided into
following modules. economics knowledge module,
management knowledge module, computer knowledge
module and information management knowledge module,
each college and university has their own opinion to the plan.

In the plans, the colleges and universities have agreed
that there should be fundamental quality knowledge module,
modern information knowledge module, information
management and information system maor knowledge
module and major background knowledge module in the
fina plan, through which we can understand that the main
objective of mgjor training is to construct the systematic
structure of major knowledge.

C. Lack of laboratory fundamental condition and
insufficient of labs and practical training

Information management and information system major
has the characteristics of binding of theory and practice,
which demands practical experience of the teachers. But
nowadays most of the teachers graduating from University
directly have no practical engineering experience. Because
most of the teachers have no way to attain information
implementation means in practice, and they can only carry
our theory teaching, which makes the students lack of
practical experience, either. And they cannot understand the
importance information technology. Therefore, major
teachers without knowledge renovation and practica
experience are the most terrible problem now. And most of
the persons incorrectly assume that the information
management major belonging to management science, and
misunderstand the major laboratory of the major. Actualy,
comparing to Science and engineering laboratory, lab of
management major has more input and less output. Therefore,
the University prefers to construct the former labs instead of



management major labs. And, some of the Universities treat
the theory teaching staff and experiment staff differently in
salary and other aspects, which severely damage the working
enthusiasm of the lab staff. Because of the existing problems
above, the construction of the information management labs
obviously lags behind the society requirement to talent
training, which makesit hard to carry out in talent training.

D. Reformplan design
We can find that the information management and
information system major relates to many different fields,
and because of the rapid development, hard work of teaching
tasks and insufficient time of major courses, which all make
creative major teaching reform and construction important.
1) Reform coursesin information technology module
To cary out corresponding reform to courses in
information technology module, this can help the students to
make use of information technology effectively. Meanwhile
we should adapt the knowledge learned from management
courses into practica scenarios such as. reflecting the
running situation of enterprise, management and decision,
and combine the knowledge learned in mathematics courses
within. And the combination of the several modules can be
used to analyze and solve the problems.
2) Reformpractical teaching segment
Surrounding the industry background and professional
training objectives to build all kinds of practice teaching
link, and combine them into practical teaching link, which
can be used to enhance the basic practica ability,
professional adaptability and credtivity of the students, to
improve and reform the present information management
and information system major practical teaching objective
architecture, practical teaching content architecture, practical
teaching management architecture and practical teaching
quality evaluation architecture.
3) Reformand create teaching methods
We should renovate teaching concept, motivate the
students to think more, anayze more and enhance the
practical ability of them. Making use of modern teaching
methods and tools, we would attract initiative of the students.
In course teaching process, we should pay more attention to
foster self learning ability, creativity ability and independent
thinking ability of the students. In class teaching process, we
should insist on the combination of theory and engineering
cases to enhance the comprehensive ability to apply the
knowledge in practice of the students.

E. Solution methods

We present the following methods based on the reform

plan above
1) Select the textbooks and reference books.

We should choose one set of textbooks and reference
books which are suitable for the situation of our University
and pay attention to the connection between the textbooks
themselves. The selection of textbooks isimportant, and they
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would affect the students alot in a course.Reform courses in
information technology module

2) Emphasize on fundamental theory teaching , arrange
curriculum schedule reasonably.

We should emphasize the fundamental courses, major
core courses and lab courses, enhance the coaching
answering s and paper correction, and choose the
experienced teachers to teach the fundamental courses.
According to decades of teaching experience, whether the
student would become the talent that the market and society
needs the first year is rather important. Besides public
courses, the subject characteristics determines the freshmen
should put most of the energy on fundamental courses such
as mathematics, rather than computer operations,
programming design, etc. Listening to the teachers carefully,
reading, thinking hardly and experiencing deeply, which all
need repeatedly boring learning, are the main parts of the
freshmen. Many students have not gone through systematical
and hard fundamenta learning and training, which leads to
Infineon when they enter higher grade. But once one student
finish the fundamental learning process, even if his entrance
scores is lower than other students, he would catch up the
others definitely and he would feel easier in the following
courses. The reason is that this kind of students have
followed the requirement of the major and gone through
fundamental training hardly.

3) Reform evaluation means. Information management
and information system major has dual characteristics of
theory and application, and the evaluation of core courses
isimportant to students.

We should advocate better learning atmosphere, relying
on scientific credit management principle, to embody the
theory learning and knowledge application and make sure
the fairness, objectivity and credibility.

4) Enhance the lab teaching process and standardize
the experiment teaching process.

Based on fundamental courses teaching, targeted and
scheduled to enhance the lab teaching in the mgor, and
foster the combination ability of theory and practice.

I1l.  CONCLUSION

Information Management and Information System is one
of most necessary major in our information-base society,
because we need information in al waks of life. In this
paper we propose the personnel training mode for
Information Management and Information System major
through theory and practice. We hope that the pattern can
enhance the society adaptability of students from this major.
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Abstract: At present the world higher education is developing rapidly. Guaranteeing the quality of talent cultivation is one of the important
issues that the Universities widespread care. In this paper it firstly analyzes the concept of talent cultivation in New Zealand, then
introduces the majors, curriculum, teaching structure, students and teachers of Information-based talent cultivation in Unitec. Finally it
points out the impacts of Information-based talent cultivation mode in New Zealand on the Information-based talent cultivation of
independent colleges in China.

Keywords: Information-based Talent cultivation; Higher Education in New Zealand; Students-centered; Social Demand

1 Introduction

At present the world higher education is developing rapidly. Guaranteeing the quality of talent cultivation is one of the
important issues that the Universities widespread carel'?). Today, our country's higher education are experiencing great
changes from elite education to popular education. On the one hand, plenty of graduates step into the society every year and
cannot find appropriate jobs, one the other hand the talents gap increases, too. Hence the quality of talent cultivation is more
important than before. It should be studied that how to construct one set of up and down through qualification architecture and
quality assurance architecturel’l. To review New Zealand, although the political system and culture background is different
from China, it plays the important role in New Zealand education development especially the higher education development. In
this paper. starting from the practical problems of independent colleges Information-based talent cultivation in China, with the
main researching objects of information talent cultivation education quality assurance architecture in unitec. through the
systematical analysis of quality assurance architecture, it summarizes the successful experience and supplies with reference to
information talent cultivation development in China.

In New Zealand, higher education talent cultivation not only supplies with professional education and training to students
of different age levels, raises the qualified talents that the enterprises demand. and promotes the local economy development: it
also supplies with life training opportunities to the people in New Zealand following the situation that the Information-based
development of science and technology, more high school graduates and adults of different age levels choosing higher
education to accept their learning and training: finally. with the enhancement of international communication. higher education
in New Zealand is becoming more market oriented and internationalized, which helps to attract plenty of students from abroad
and promotes the higher education internationalized.

Unitec institution of science and technology is one unique higher education organization, which demands the students to
grasp one obvious prominent skill®l. The teaching methods of the institution is to combine the academic standards, theories
with technology and professional advantages in higher institution together. At present. the talent cultivation of independent
colleges in China is researching on the same issue and how to enhance the social competition and suit the social demand of
students. Thus. it is meaningful to research on the impact of the talent cultivation mode of Unitec institution of science and
technology to the talent cultivation mode of independent colleges in China.

As visiting scholar the author experiences the Information-based talent cultivation mode in school of computing, Unitec.
Therefore, in this paper it introduces and analyzes the four layers of majors, curriculum, students and teachers. Finally it gives
the reference of Information-based talent cultivation mode to Information-based talent cultivation of independent colleges in
China.

2 Major setup of information-based talent cultivation in unitec

2.1 The basis of major setup

The majors of information talent cultivation in Unitec keep up with the development of industry and enterprises, which is
the basis point of economy development and society service, and is also one of the basic factors of institution of science and
technology enrollment. Major setup is market oriented, it should accord to the market requirement to set up the majors and set
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up the integrated majors to realize the communication and integration of relative and different subjects. The major setup should
also satisfy following requirement. such as: firstly, it must be examined and approved by corresponding departments and
organizations: then, it should satisfy the needs of industry and enterprises; finally. it should satisfy the interests of the students.
Therefore, it is to say that the major setup of Information-based talent cultivation in Unitec is totally determined by the social
requirement.

2.2 The characteristics of major setup

According to the basis of major setup we can get that the characteristics of major setup in Information-based talent
cultivation process are as follows:

First, market oriented

The major setup of Unitec all are based on the tight communication with industry and enterprises, it has characteristic of
pertinence, applicability and practicalness and should follow the market requirement to set subjects and courses.

Second, to raise the applied skill talents

The raising objective of Information-based education in Unitec is clear, is to raise applied skill talents. In order to realize
the raising objective, the industry, enterprises all should join in the process of subjects and courses planning, implementation.
and evaluation. And the main objective should be realize the talent cultivation of the industry and enterprises need through
subject setup and form the industry oriented education system.

Third, strong regional

The programs and internship units of school of computing. Unitec locates in every areas of New Zealand, and the objective
is to satisfy practical requirement of the local economy development and industry talent cultivation.

3 The curriculum setup of information talent cultivation in unitec

3.1 The concept of curriculum setup-competence based view

The competence based view of curriculum reflects the transition from traditional teaching process to learning process. The
center of curriculum is not the teachers but the students, the teachers become part of students' learning resource and the
promoter and organizer of the students' learning. According to the individual difference of students to offer different courses,
acknowledge the former knowledge that the students learned(formal or informal courses). The curriculum is totally customers'
requirement oriented, the curriculum content contains the knowledge, skills and attitudes for competence, it also reflects ability
requirement to practitioners of occupation post and professional role directly, it would form ability standards through
professional ability analysis and transform the ability standards into courses. Adopting the module curriculum structure,
professional ability centered, and according to ability unit or ability element to develop the learning modules. The ultimate
curriculum objective focuses on cultivating competent workers, problem solvers, and life learners.

3.2 The structure of curriculum setup-module

The curriculum in school of computing, Unitec fits the practical requirement of business industry, and must pass the
evaluation or authorization of New Zealand Qualification Association. And the institution adopts Unit&Module curriculum
operation way, the students would choose different modules and make different curriculum programs according to their own
ability and requirement.

One module is one relatively independent but intact learning unit. it relates to certain credits, the certification training and
diploma education of every level correspond to one group of modules and corresponding credits. Independent and intact
module is the basic unit of the whole module curriculum, the direct objects of students would elect, and the basic unit of
students examination and evaluation.

The module is not absolutely isolated but relatively independent, it relates with other modules in corresponding learning
fields, would point to bigger raising objective of composing intact module curriculum, and link up with corresponding
professional certification. The curriculum includes the core modules and elective courses. the modules that the students would
choose should conform to the requirement of the curriculum.

In order to assure the integration of flexibility and systematicness, all the students must learn the core modules, the
students' elective module should be instructive to the students, should help to the students to formulate the learning plan, the
module curriculum stipulates that only the qualified students can learn the module, and they can only get corresponding credits
through finishing one module. The teaching adopts small class size, and one by one individual tutoring and group discussion
forms. With students' interests centered, teachers oriented and the students as the subject in the teaching process. it pays
attention to individual development of students and the teachers would support the students with service. In the classroom
teaching process, the teachers' explanation is mainly adopted, the teachers instructs the students how to learn, but most time the
students learn study independently and the learning time is relatively flexible, but the students must finish every module in
required time.
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3.3 The characteristics and examination standards of curriculum

The curriculum setup focuses on praticalness and implementation, most courses relate intensely to Information-based
talents education or training, and usually there is no culture fundemental courses and P.E. kinds of public courses. The teaching
of courses combine theory with practice. and it focuses on practical application and professional training.

Besides the independent practical teaching steps. the theory teaching and learning integrates with the practical training,
especially the strongly practical courrses, basically the courses are carried out with the combination of scene teaching,
speaking, doing, and practising in practice classrooms or corresponding major classrooms. There are strict standards to the
curriculum in the institution. Firstly. every course has detailed examination standards, such as, through this course, what should
you know? What should you do? What extent should you reach? All of them have corresponding standards, which should be
satisfied. Secondly, examination process runs through the leaming process, the ordinary homework, paper, report and design
has strict examination, and should be record and taken as accordance of final score.

4 Information talent cultivation teaching staff in unitec

The recruitment of new teachers in Unitec adopts competitive mechanism and public oriented, the recruitment is carried out
by the human resource department, the hiring is appointed by the council and sign the contraction finally. For cultivating
applied talents with strongly practical skills. the school of computing is responsible for the appointment qualification of the
teachers.

Besides common degree requirement, full time teachers must satisfy following conditions: 3 to 5 years major working
experience, appropriate skill qualification especially the teaching qualification( adult education diploma), University degree
attained, through specific training, sophisticated teaching and cultivatting methods. Before the teachers are hired, they must
pass probation period of one year to gradually enrich academic attainments, major knowledge background and abundant
teaching experience. The teacher team is composed of full time teachers and part time teachers, and the part time teachers are
more that the full time teachers.

The school of computing, Unitec also focuses on hiring part time teachers from the talent market to remedy the deficiency
of full time teachers. The main standards of hiring part time teachers are: three or more years of major working experience.
appropriate major skill qualification, strong ability of producing operation. Because the part time teachers have higher society
status, generous material treatment, and the hiring process is fair and public, it attracts plenty of sophiscated professional
skillers of enterprises and industry to apply for the positions. They not only have solid professional knowledge and abundant
practical experience but also integrate the newest situaton producing, operating. managing technology improvement with the
content that students learned and timely teach the students to relate the theory with practice. The hiring of part time teachers
makes up the deficiency of teachers because of major transition, which contributes the exchange of full time and part time
teachers and enhances the quality of the talents that the institution raised.

5 The information-based talent cultivation students in unitec conclusion

New Zealand requires that the students from scholl of science and technology should insist “easy in and hard out”. During
the enrollment, the enrollment age is flexible, besides the current graduate from middle school, there are plenty of adults. For
age, most of the students are 18 years old. but generally there are still more adults in the campus. It can be seen that the
enrollment age requirement is loose. the college considers that the high education is life education, which also reflects that the
update of knowledge and skill is rapid. and the requirement of workers’ knowledge and skill. Many graduates from middle
school enter the society to look for jobs, because that the employers in New Zealand regard experience as important factor,
after the students have accumulated specific working experience. according to working or personal knowldege development,
the students go back to school of science and technology to carry out further learning to increase their own knowledge skill and
attain education certificate. Thus, the part time students are dominant in the school of science and technology. Many students
are working students, some of the take part time job and the others take full time work and studey only in their spare time. The
graduation process is strict, usually the qualification examination is adopted( it is kind of combining academic achievement test
with professional qualification certificate). which means that the students not only need to attain the education certificate but
also the skill level certificate or professional qualification that could reflect the corresoponding professional ability and skill
level.

The core of student quality assurance is the framework of education qualification certificate in New Zealand, through
which the knowledge that student has learned and the experience that the student has eamned both can aftain authorized
qualification certificte. In 1991, New Zealand formally issued and executed the national unified qualification framework and
the qualification certificate system. The qualification certificate is the authorization of learning result and ability coming from
personal learning, training. and working experience. it can prove the personal knowledge and skill. The school of science and
technology, Unitec adopts the credit accumulation way, which is convinient for students to choose the appropriate qualification
certificate level according to their own condition and quality, flexiblely satisfies the needs of students of different level and
type. and makes the students would achieve the quality standard of talent culitivation. The special agency in New Zealand
divides the different academic education, training, and corresponding adademic and professional qualification after Grade 11
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into 10 levels according to knowledge skill, professional ability, education level, basic education length, education degree that
the students should attain. Every level has corresponding national qualification standard, meanwhile it should accrod with
nationally authorized certificate and diploma. 1 to 4 level are certificate training, 4 to 6 level are diploma
education( corresponding to junior college). 5 to 8 level are degree education( corresponing undergraduated and bachlor
degreee). 8 to 10 level are postgraduate education. The professional education in New Zealand equals to 1 to 8 level area.
among which 1 to 4 level training are corresponding to junior professional education in China, 4 to 8 level are corresponding to
senior professional education in China. The school of science and technology, Unitec is the principal part of executing
professional education, basically it carries out the degree education and different certificate training of 3 to 8 level.

6 The reference of information-based talent cultivation quality assurance system to
information-based talent cultivation of independent college in china

6.1 To establish the diversified quality assurance system

Independent college, in which the cultivated talents must contact with the market with zero distance, is one special form of
higher education, it must satisfy the employment requirement of zero distance, its cultivation objective, subject setup, facility
should follow the development rule of higher education. meanwhile follows the development of times, science. and
technology to continuely update the professional skill and knowledge. It is to say that the independent college should not only
meet the quality indexes that the government education department requires but also satisfy the requirement of industry
enterprises, changing talent market, and the college it self. Therefore, the education quality of independent college need to
show the requirement of society. indusiry, and the college itself, buf in China the government is the subject of quality
assurance form, and relects the quality assurance requirement of the government which can not adapt to the development
requirement of independent college now. Therefore the subject of diversely cooperative quality assurance should be
established by government, society, and the college, and it is also the development trend of establishing quality assurance
subject in developed countries. During the establishment of quality assurance system, the government, society, and college
should become independent and related subjects, among which the government is the guidance, the society is the evaluation
basement, and the college locates in the core position of self monitoring. The subject of diversely cooperative quality
assurance not only enhances the popularity and transparency of social participation and education management, increases the
social acceptance to independent college. also gives the college more self adjusting space. and increases the self quality
control consciousness, which would more effectively assures the quality of the independent college education.

6.2 To establish the professional evaluation authority

Comparing with New Zealand the levels and types of Chinese higher education are more complicated, and the evaluation
organization in New Zealand still has no such sub evaluation organization to evaluate so many kinds of college. Therefore,
the establishment of different evaluation organization to evaluate the different type of college is one effective assurance way.
The establishment of specialized evaluation organization should take the concept of diverse higher professional quality as the
guidance, according to the practical situation of Information-based talent education development in China, through
establishing national standard of different types of independent colleges to form independent third party evaluation
organization and industry quality qualification organization and form the all-dimensional quality assurance network
architecture integrated with nation. areas, and independent colleges. In order to assure the scientificity and authority of
evaluation, different types of specialized evaluation organizations or associations lead by government, organized by famous
people. experts, and industry representatives from specialized field to execture the evaluation, and effectively makes use of
the evaluation result. which would make the relative persons(students, parents, enterprises) to understand the Information-
based talent education quality of independent college and satisfy their own needs.

6.3 To improve the quality assurance mechanism of teacher

At present the teachers of independent college in China mainly are graduates from ordinary higher school, there are few
teachers can satisfy the social requirement of Information-based talent education, which severely affects the education quality
of independent college.

There has been improved teacher quality assurance mechanism in developed countries. We can learn the successful
experience from them to establish strict, appropriate teacher qualification way of independent college, widen the source
channel of professional teachers. execute the open teacher cultivation system. carry out training to different teachers, and
generally evaluate the teachers® work regularly Firstly, to carry out the pre-employment training of the new teachers,
including teaching and skill practice. The teaching practice adopts tutoring, observing. The skill practice is used to examine
the practical operation ability of teacher, through the process the teachers can attain specific skill certificate and
corresponding practical skill, and it could enhance the establishment of double certificate teachers. Secondly, following the
development of society, science, technology, and knowledge, the Information-based talent cultivation of independent college
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must update to follow the development, so it must support the professional training and further education of the working
teachers. The whole evaluation of the teacher not only includes the theroy teaching evaluation, practice teaching evaluation,
and assessment of scientific research, but also includes the self moral evaluation of the teacher. through the evaluation they
can find out the ineffeciency and adjust themselves in time.

6.4 To establish and improve the professional qualification system

At present in China, there is no scientific qualification evaluation system. and there are same certificates from different
department, which makes the responsibility confusing. Thus the professional qualification system should be established in
China. Firstly, The specialized management organization should be established by the country, and the organization should
take charge of the mangement of all the qualification certificates. Secondly, the specialized organizaiton should establish the
framework architecture of national professional qualification to wholy manage the classification of education background and
certificate as well as the corresponding relationship of every professional qualification. Thirdly, there should be specialized
organization to take charge of the national professional qualification authorization. Fourthly. the labor access system should
be executed strictly, and gradually step into professional qualification certificate. Fifthly, the professional qualification
system should dock with the international system, and pass the international authorization.

6.5 To give full play of professional organization

The professional organizations can play more practical role in management of professional education and training, which
has been adopted by New Zealand and other developed courtries. We should encourage and promote to establish this kind of
organizations, to which the functional departments should authorize more responsibilities of professional qualification,
organization fraining, subject and curriculum development and quality evaluation, and allow them to work effectively in
professional qualification standard establishment, policy survey, and human resource development.

7 Conclusion

Although New Zealand is only one island country, its education system is considered as one of the best education systems
in the world. In New Zealand, every citizen has his own right to enjoy approriate way of education that would release their
abilities, and has the chance of life education. The school of science and technology. Unitec in New Zealand, which insists life
education concept, regards ability as standard, employment as guidance. according to requirement of local development, it sets
up various types of subjects and courses. which relate with market and enterprises, it also cultivates applied skill talents of
different levels that the society and market requires. The most important part of education process is subjective inifiative of the
students, who follow their situation to learn and truly integrate professional education with life education. At present the
development of independent colleges in China are facing new chanllenges and opportunies, during the development process
we need to learn and imitate the foreign anvanced experience, and the successful experience of school of science and
technology. Unitec in New Zealand should be one of our choices.
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Abstract—TIn the mobile learning system, it is important to
adapt to mobile devices . Most of mobile learning systems
are not quickly suitable for mobile devices. In order to
provide adaptive mobile services, the approach for
adaptation is propesed in this paper. Firstly, context of
mobile devices and its influence on mobile learning system
are analized and business rules based on these analysis are
presented, Then, using the approach, the mobile learning
system is constructed. The example implies this approach
can adapt the mobile service to the mobile devices flexibly.
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1 Introduction

The rapid adoption of mobile computing devices
with Internet capabilities, such as computers, smart
phones and handheld devices, makes us work or study
at any time, at any place. And mobile learning will
complement and add value to the exiting leaming
models ',

It is important for mobile learners to pet education
information and service, which meet their needs in an
adaptive manner. However, in the mobile learning
system, different mobile devices have different CPU
speeds, memory capacity and power. This means that
a mobile leaming system created needs to adapt to
different mobile devices.Currently, some researches
about device independence in mobile learning system
have been proposed. Xinyou Zhao proposed a
device-independent architecture for mobile learning,
which is com{)osed of device detector and adapted
content model “1B+ That system detects the features by
using user agent and analyzing the head of request.
Anastasios A. Economides presented a framework for
adaptive mobile leamning in order to stimulate and
support providing service “ The adaption engine is
the core of the adaptive mobile learning system. By
employing the learner’s state L(t), the educational
activity’s state A(t), the infrastructure’s state I(t) and
the environment’s state E(t), the system has the ability
to detect the characteristics of device and leamers. By
employing the learning automata to reinforce a good
decision and penalize a bad one, this system can
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provide the most appropriatc service. But all
before-mentioned system frameworks are not
extended easily, because the formal model of context
and adaption is not presented. When more and more
new-style devices are used to mobile learning system,
this shortage will be obvicusly.

In this paper, business rule approach is proposed
to construct mobile learning systemn. It can detect
mobile devices’ context and adapt the service to the
device, by considering the influence of context on
service parameters.

2 Business rule

2.1 Context and its influence

Mobile learning system is composed of one server
and mobile devices which access the server via
different types of networks, for example, GSM, 3G,
internet, Wi-F1, or other networks. Mobile devices
maybe are PDA, computer, mobile phone, laptop,
digital TV, or other devices which have the ability to
access the network, play audio and video program,
and access the system server using browser which
support standard communication protocol.

Mobile devices communicate with the mobile
leaming system server interactively. The device sends
the request of service to the server. Then the server
provides the mobile service, such as video on demand,
to the leamers’ devices. The learner’s devices can
communicate with others through the server. When
providing the service, in order to adapt itself to several
kinds of devices, the mobile learning system should
adjust the parameters of information communication
according to the context of devices. In this way, every
user can obtain the mobile service automatically with
the quality matching the ability of his device.

2.2 Business rule

Based on the analysise above, there are some
rules in the mobile learning system. These rules have
the same structure as ‘IF conditions THEN adaption
policy’ in the codes. While the context match the
condition, this rule will be triggered immediately, and
the adaption policy will be implemented.

BR=(id; width, networktype; speed, size,color)
[n this depicticn,
BR is the symbol of an business rule.
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1d is the rule identity,which is exclusive.

Width is the width of the mobile device.
Networktype is networktype of the mobile device.
Speed is the transmission speed to the mobile device.
Size is the displaying size in the mobile device.
Colour is the displaying colour in the mobile device.
For example:

BR=(001; 0.6x2Mbps,0.4xADSL;151’s)

3 The approach

On the basis of the discussion above, we utilize
business rules to implement the dynamic part in the
mobile learning system.Figure 1 shows the mobile
learning system architecture based on business rules.

The context management module in the
architecture employs the approach proposed by
Henricksen in ©!. The context repository management
module is responsible for collecting context,
maintaining a set of context models and their
instantiations. This module additionally provides the
reasoning capacity between the low-level and
high-level context and implements the query interface.
The other modules in the architecture are our own
work and will be discussed as follows. At present, the
reasoning procedure has not been included in the
business rules.

The systems main body
Freparcthe | content one
datat Business Calbe ) rcrute
match rule parse
Applicptiun function
BR
Oerying Ewding Business
Busitress Business rules
rules rules parse
The Business rules
reposifory managemest
module
Context
miger
Querying Gaining Reasoning
context cOnteRt contex(

The context repasitory management mudule

Context
repostlory

Figure 1 the mobile learning system architecture based on
business rules

The traditional mobile learning system
architecture consists of the system’s main body and
the context repository management module. The
dynamic elements of the system’s main body are

encoded in the traditional architecture. In the new
architecture shown in Fig.1, the system consists of the
main body, the context repository management
module and the implementation module for the
dynamic element separated from the program code.
When the system executes the dynamic element, a
functionis invoked and implemented. Moreover, the
variables of the invoked function are the parameters,
their values easily being modified to suit the changing
situation.

4 Example

In the mobile learning system,learners can get the
video courseware resource by YOD service provided
by this mobile learning system. They can get these
video resources by many kinds of device, such as
PDA, mobile phone, laptop and computer. The mobile
learning system must apperceive the context of
terminal device, and adjust the transmission policy to
the different context.

In this example, the bandwidth, type of link, the
vender and model of terminal, the size of screen are
considered as the context of device.

Business rules are show in follow:

BR=(001; 0.6x2Mbps,0.4xADSL;151/s)

BR=(002; 0.6x1Mbps,0.4xADSL;10{/s)

BR=(003; 0.6x10Mbps,0.4xLAN;25f/s)

BR=(004; 0.6x20Kbps,0.4xGPRS;5{/s)

BR=(005; 0.6x120Kbps,0.4xHSDP;7{/s)

The contexts of mobile device are detected by the
context information server, and then according to the
business rules above, some information transmission
policy is carried out to ensure the quality of mobile
learning,. Moreover, when more and more new-style
devices are used to mobile learning system, we only
add some business rules instead of modifying the
codes.

5 Conclusion and expectation

In mobile learning environment, system should
detect the context of mobile devices, and then adapt
the service parameters to the context. In order to
construct the mobile learning system that can adapt to
mobile devices, business rule approach is presented.
Using the approach, the mobile leaming system is
constructed. The example implies this approach can
detect the contextual environment of mobile
computing and adapt the mobile service to the mobile
devices flexibly.

In future, the business rules repository will be
researched and optimized, employing the method and
theory of artificial intelligence.

(Continued on P.198)
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Abstract

University information systems should flexibly and
quickly adapt to variable requirements. This paper
proposed an university information system
implementation method based on business rule to
achieves information systems adaptability. Based
on steady business pool consisting of business
granules and business objects, variable factors on the
business object aggregate business granule operates
are separated from information systems codes and
stored as business rule, which is implemented through
the corresponding business rule engines. Therefore,
university information systems based on this method
can adapt to variable requirements flexibly and
quickly  through configuring business rule.
Experiments and examples are provided to evaluate
the feasibility of the proposed method.

Keywords University Information
Adaptability; Business Rule

System;

1. Introduction

In information society and knowledge economy
era,it is the construction hot of university at home and
abroad to bild an information and digital campus.
Nowadays, many of large and middle software
corporations at home and abroad implemented
university information systems. But, there is no
system to adapt to many of university at home and
abroad. The reason for this situation is the strong
university regional, different management schema
and very difficut containing all of functional
department. According to above university difference
and complex and variable university business, it is
required that university information system
implemented by information technology can support
the difference and variable.

This paper proposed a business rule approach to
implement university information systems. At
present,business rule-oriented methodology to
implement the information system attracts more and
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more attention in recent years. Irma Valatkaite [1-3]
presented a conceptual graphs approach for business
rule model, represented business rule in UML use
case diagrams, and enforced automatically business
rule as ADBMS triggers from conceptual graphs
model. Based on above, the BR-Centric IS
development framework was then presented. P.
Kardasis[4] and W. M. NWan-Kadir[5] provided
business rule elicitation, representation, mapping and
implementation. Sequentially, they proposed MBRM
development frame. All of these approaches proposed
the structuring of business rule according to the ECA
(Event Condition Action) paradigm or IF Else Then
paradigm. As a result, these approaches had a
limitation that they couldn't represent complex
business rule. Besides, there are some commercial
business rule management systems productions, such
as llog’s Jrules[6] and Fair issac’s Blaze advisor[7]. It
is a pity these productions are too complex for
enterprise level. Accordingly, it is necessary for
enterprises to abstract and implement their business
rules in terms of their variable requirements.

This paper proposed a business rule approach to
implement the configurable complex business logic of
university information systems. Based on steady
business pool consisting of business granules and
business objects, variable factors on the business object
aggregate business granule operates are separated from
information systems codes and stored as business rule,
which is implemented through the corresponding
business rule engines. Therefore, university
information systems based on this method can adapt to
variable requirements flexibly and quickly through
configuring business rule.

2. Information system framewor k
based businessrule

The information systems based on business rule
consist of three components including business granule,
business object and business rule[8].



2.1. Businessgranule VRCR.

. . . . . . Variable is the influencing factor the VRCR
Business granule is business atomic unit of busines nvolved

opelrgtltzrr:s or o_ptlerauol_ns t_squence_ WI':T] the ttlI)%SI?eSS Order indicates the order of the influencing variable
goalin the special application domain. 1t has atlributes, oy te value in the VRCR. Its value may be

such as atom, independence and multi-instance. Nodescending, ascending, random and customed. If the

subdivided business embodies the business granulglalue is customed. there will be some new VRCRS

atotr)m((:j_attr_ltl:)u_tedand t(f;e Ieasltt byscljness C(Iaxecunr;]g un'.\ghich are represented by VRCR2. In VRCR2
embodies 1S independence. IS independence Shows | xpression, Value is the attribute value that the user

Eou!dnt depenc;l on otlhetz_r blusn;esls gk;anples. ?'ncf. th ustoms, Orderl indicates the customed order of the
USINess granule Is relatively stable, busIness TUNClons, iy, e yalue and Order2 indicates the order of
can consist of these business granule sets by

lati Dif i lati bli multi-attribute-value in the same orderl.
accumulation. Ditterent accumuiation or assembling ) ayg| indicates the joint relations among the
styles represent different business logic.

influencing variables the VRCR involves.
) ) AMCR abstracts mandatory attribute value
2.2. Business obj ect constraint on business object set that business granule

Business object is the object that business granuleoperates. Following is its representation.
operates. To the relatively stable business granule, its AMCR=(ld, Application, Task, Rulesetname,
operating object is also relatively stable. But, the Condition, Valid, Sequrence)
operating object instance set may be change. These AMCR is the symbol of AMCR.
variations come from user's requirements and ‘ld’is the rule identity, which is exclusive

represent the variable business logic. Application is that the AMCR is applied.
Task is the business granule where the AMCR is
2.3.Businessrule valid.

] o . Rulesetname is the name of the rule set that the
There are various classifications of business rule AMCR belongs to.

given by different researchers. Von Halle, Ron Ross  cCondition is the mandatory constrain condition.

and business rule group have their categories. Based on v3lid indicates that the AMCR is valid

the variable requirements inﬂuenCing business ObjeCt Sequence indicates the order the AMCR executes.
instance set the business granule operates, we classify ARCR abstracts the constraint relation among the
three categories: (1) constraint relations amongvariable attribute values. The external user's
variables (Variable Relation Constraint Rule VRCR); requirements lead to the constraint relation among the
(2) the variable attribute value mandatory constraint pysiness object instance sets consisting of all variable
(Attribute Mandatory Constraints Rule AMCR); (3) attribute values. Therefore, the ultima business object

constraint ' relations .among the variable attribute instance set makes up of these sets dependent on set
ValueS(AttrlbUte Relation Constraints Rule ARCR) operationsl F0||owing is its expression.

VRCR abstracts the related variables and joint ARCR=(Id, Application, Task, Rulesetname,
relations among these variables. This class businesgondition, Setaction,)
rule can meet these variations: (1) the number of ARCR is the symbol of ARCR.
variables; (2) the name of variables (3) the joint g’ is the rule identity, which is exclusive

relations among all variables; (4) the order of the  Application is that the ARCR is applied.
variable  attribute  values.  Following is its  Task is the business granule where the ARCR is

representation. valid.

VRCR1=(ld, Application, Task, Rulesetname, Table, Rulesetname is the name of the rule set that the
Variable, Order, Level) ARCR belongs to.

VRCR2=(ld, Application, Task, Customed, Table,  Condition is the pre-condition that set actions
Variable, Value, Orderl Order2) execute.

VRCRL1 is the symbol of VRCR. Setaction is the set actions when condition is true.

‘Id" is the rule identity, which is exclusive.

Application is that the VRCR is applied. 3.University information system

Task is the business granule where the VRCR isframework based on businessrule
valid.

Rulesetname is the name of the rule set that the
VRCR belongs to. University information system framework based
Table is the operated table in the database by theon business rule consists of three parts including
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business rule management system(BRMS), database BRMS provides business object for the function
management system(DBMS) and function modules modules of university information system to use. The
of university information system. In this framework, specification is shown in Figure 1

function modules of university information system

implement basic functions university information 4.Example

system provided and DBMS manage the data of

university information system. However, BRMS

manage variable business requirement in the  The approach presented in this paper has been used

university information system. Its functions include: in developing teaching affairs system of one university.
-business rule repository definition During education, one student couldn't have two

It includes business rule definition of logic classes at the same time. Moreover, because teacher
structure,  storing  structure, secrecy and Nheed tutor students and a teacher has limited energy,

corresponding information format, etc. the number of tutored students must be limited. So, we
-business  rule repository management need group teacher and students based on some
It includes system control, rule storage, update andconstraints to form a suitable education grouping. This
rule integrity, security control etc. grouping can form automatically in terms of courses
-business rule execution engine selected by students. So, we only consider that students
select courses. What are analyzied in selecting
A Function module courses are showed as follows:

) Business granule: selecting courses
Business object:students, teacher, courses
Business rules:
(1)Student must be a student in this university
(2)course that student didn’t select or pass before
(3)number of registered students of course is less than
SR capacity of course
v (4)course that student has pass its prerequisite course
/ (5)students haven't selected any course during this
BREMS I Business Rule Repository ‘ course
Above business rule can be expressed:
J AMCR=(001, teachingaffair, selectingcourses,
selectingcourses, xh=student.xh,valid,1)
AMCR=(002, teachingaffair, selectingcourses,
selectingcourses,
course<>student.selectedcourse,valid,2)
DB DB AMCR=(003, teachingaffair, selectingcourses,
selectingcourses,

DBMS

Figure 1 University information system registrationlist.size()<course.getminimum(),valid,3)
framework based on businessrule AMCR=(004, teachingaffair, selectingcourses,
This is a mechanism program that searches andS€lectingcourses, )
implements business rule. course.getprerequisite()=student.haspassedcourse(),vali

-business rule repository building and maintenance d,4)

This is a component that builds and updates business
rule repository and maintains and restores structure of5.Conclusion
business rule repository.

Therefore, BRMS includes following components:

-business rule representation language and compiler

-business rule operation language and compiler

-business rule repository management program

Flow that university information systemexecutes is
following: function modules of university information
system provide BRMS with the requirement of
business granule. Then BRMS picks up relevant rules
from business rule repository, and business rule
execution engine implements this rule set. At last,

The above example shows that the implementation
method based on business rule improve the flexible
configuration and the expansibility of university
information systems. At the same time, it also shows
that the university information systems implemented
by this method more adapt to the variable environment.
Moreover, business rule is separated from the codes
and stored in the repository, which reduces many codes
and the complexity of the codes. The future work
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should be done on the issues how to manage these
business rules.
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Abstract

Massive open online courses (MOOCS) are very popu-
lar in China, and it is very important to evaluate and
improve them. In this paper, a new evaluation method
for MOOCs based on multi-attribute group decision-
making is proposed. First, an evaluation index system
of MOOC:s is constructed, which contains six elements
and 16 indicators, and multigranular unbalanced
hesitant fuzzy linguistic term set (MGUHFLTS) is
adopted to describe these indicators. Then based on
MGUHFLTS, the aggregation operators are developed,
including the multigranularity unbalanced hesitant
fuzzy linguistic weighted averaging operator and the
multigranularity unbalanced hesitant fuzzy linguistic
order weighted averaging operator, moreover, a novel
multi-attributive border approximation area compar-
ison model based on MGUHFLTS is proposed. This
model is testified validity and superiority by compar-
ison with other three methods and is applied in eva-
luation of MOOCs. After ranking five MOOCs, each
indicator is analyzed to show how they influenced each
element and suggestions are given.
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1 | INTRODUCTION

With the rapid development of the internet, higher education is undergoing a new revolution.
The learning way of the courses is changing from offline to online. Massive open online courses
(MOOCs) are primary means of online education and have been greatly promoted,’ with
the feature of “anytime, anywhere to learn.” In 2011, China's Ministry of Education launched
the “national quality open curriculum construction and sharing” project, which promoted the
development of MOOCs in China. In March 2019, the China government work report clearly
put forward the development of “internet plus education” to promote the sharing of high-
quality resources. At the beginning of 2020, the COVID-2019 has spread worldwide, the ma-
jority of offline courses had been transformed into MOOCs. Thus, how to evaluate the quality
of MOOCs and establish an effective quality assurance system has attracted much attention.
However, the evaluation of MOOCs' quality faces many problems, one of which is how to put
forward scientific and effective evaluation methods to guarantee and improve MOOCs' quality.

Many researches have been made on evaluating the quality of MOOCs, and the evaluation
criteria are diversified. Gil-Jaurena et al.” put forward seven undergraduate education eva-
luation indexes, including encouraging teacher-student interaction, promoting cooperation
among learners, encouraging learners to study actively, providing timely feedback, emphasiz-
ing task time, communicating high expectations, and learning style. These principles have been
using as the standards to improve the implementation of MOOCs by some educators and
researchers.” La Garza et al.” put forward five indicators and Margaryan et al.” focused on the
teaching quality of MOOCs. However, the existing researches failed to put forward scientific
and effective MOOCs evaluation methods. In fact, the evaluation of MOOC:s is a typical multi-
attribute group decision-making (MAGDM) problem. Because the evaluation process is a
complex system, most of the influencing factors are fuzzy and the decision-making is usually
made by a group of decision makers (DMs) rather than one DM. Due to the fuzziness of DMs
and the complexity of MOOCs' evaluation, it is difficult for DMs to express the evaluation value
with crisp values. For this reason, fuzzy value is a better choice to describe fuzzy information.
Since the evaluation of MOOCs is a MAGDM problem, two aspects should be considered in
solving this problem, one is the expression of the fuzzy information, and the other is the choice
of the evaluation method.””’

The first important item is how to express the fuzzy information for MOOCs' evaluation.
Obviously, linguistic variables (LVs) are more convenient to represent the preference values of
DMs in a qualitative environment. At the same time, there also exists hesitation of DMs in the
evaluation process of MOOCs, because every DM is limited by his cognition and experience. In
such a situation, the hesitant fuzzy linguistic term set (HFLTS) is proposed.”’ However, the
evaluation information of MOOC is generally not given by one DM, but by different DMs, so
different DMs will put forward different linguistic evaluation sets according to their personal
preferences, that is, they may give the linguistic information by multigranularity.'’"'” Both the
different knowledge backgrounds and decision-making habits of DMs can be taken into con-
sideration in multigranularity HFLTSs (MGHFLTSs), which allow the DMs to give linguistic
evaluation with different linguistic term sets (LTSs). For instance, there are three DMs in a
group, DM1 considers one course of MOOCs is “general” with granularity 3 of “bad, general,
good,” DM2 considers its “good” with granularity 3 of “bad, general, good,” and DM3 considers
its “good” with granularity 5 of “very bad, bad, general, good, very good.” The different con-
siderations of three DMs above results are expressed by MGHFLTSs, which supposed the
linguistic descriptors and semantics are balanced and symmetrical. However, in the process of
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MOOCs evaluation, unbalanced linguistic information often appears, that means, with the
increase of the subscripts of LTs, the absolute value of deviation between the subscripts of
adjacent linguistic terms (LTs) also changes.* '® A good way to solve unbalanced linguistic
information is to use the 2-tuple linguistic representation model initiated by Herrera and
Martinez,'” by means of matching the elements in the initial LTs. By defining the concept of
numerical scale (NS), Dong et al.'” proposed the NS model (NSM) based on traditional lin-
guistic 2-tuples to deal with unbalanced LTSs (ULTSs) directly without matching the elements
in the initial LTs. These studies provided a solid theoretical basis for MGHFLTSs expanding to
ULTSs. On the basis of selecting appropriate linguistic information forms to evaluate MOOC:s,
multigranular unbalanced HFLTSs (MGUHFLTSs) are adopted to solve this problem."’

After selecting MGUHFLTSs to express the fuzzy information for MOOCS' evaluation, another
important item is choosing an appropriate evaluation method for MOOCs. Multi-attributive
border approximation area comparison (MABAC) method is very effective and reliable in solving
the MAGDM problem, which is proposed by Pamucar and Cirovic.”’ The reason why MABAC
method has been used wildly is that it has many advantages. The most noticeable one is the
stability of the solution, when such changes happened in the nature and character of the criteria,
its stability is always first concerned. Another apparent advantage is that the number of steps
never changes no matter how many alternatives and criteria are. On the basis of these advantages,
many scholars have expanded MABAC method and have applied it in different fields,”" *’ in-
cluding supply chain management,” university web pages evaluation,”® and risk management.”’
In addition, many scholars have done researches on the combination of MABAC and other
methods, including ELimination Et Choix Traduisant la REalit¢ (ELECTRE) method,”® Techni-
que for Order of Preference by Similarity to Ideal Solution (TOPSIS) method,” and decision
making trial and evaluation laboratory (DEMATEL) method.”’ With the development of MABAC
method, the form of evaluation information can be expressed in many ways, including triangular
fuzzy numbers,” interval rough number,”® intelligent fuzzy rough numbers,” linguistic neu-
trosophic numbers,”" and hesitant fuzzy LTSs.”” In this paper, MABAC method is applied to
evaluate MOOCSs based on MGUHFLTSs environment.

The objective of this article is to construct a novel evaluation index system of MOOCs, and
to propose a new concept of MGUHFLTSs to fully express the evaluation information of
MOOC:s, then to develop a new effective MAGDM method based on MABAC for evaluating
MOOC s, and fill the gap that exists in the methodology for MOOCs evaluation.

The contributions of this paper are shown as follows: (1) propose MGUHFLTSs and its
operations, this novel linguistic information form can effectively express uncertain information
from the MAGDM problem; (2) develop multigranularity unbalanced hesitant fuzzy linguistic
weighted averaging (MGUHFLWA) operator and its ordered weighted form (MGUHFLOWA);
(3) build a novel evaluation index system of MOOCs; (4) construct MGUHFLTSs-MABAC
model, which extends MABAC method to new linguistic environment; (5) analyze the effect
of each indicator on the MOOCs based on the evaluation results, and the suggestions for
improvement are proposed.

The paper is composed of seven sections. Section 2 introduces basic knowledge of
MGUHFLTSs, including LVs, the 2-tuple fuzzy linguistic model (2TFLM), and ULTS. Section 3
proposes the concept of MGUHFLTSs and its operators are introduced. Section 4 presents a novel
MGUHFLTSs-MABAC model and its steps in detail. Section 5 applies this MGUHFLTSs—
MABAC model in evaluating five MOOCs courses with the help of the evaluation index system of
MOOOCs. In Section 6, by analysis of the five MOOCs courses, influence factors are found out
which will promote the quality of MOOCs. Section 7 is conclusion.
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2 | PRELIMINARIES

In this section, the basic knowledge of MGUHFLTSs is introduced, which includes LVs
(Section 2.1), 2TFLM (Section 2.2), and ULTS (Section 2.3).

21 | NS of LVs

Definition 1 (Zadeh™). Let S, = {s;ls0, 51, ..., S} be an ordered LTS, g is finite even
number, generally g < 14. 5; € S, is called LV, i € {0, 1, ..., g}. S, needs to satisfy the
following properties:

1. Negative operator: if j = g — i, neg(s;) = s;.
2. Minimization operator: if s5; < s;, then min(s;, 5;) = s;.

3. Maximization operator: if 5; > s;, then max(s;, 5;) = s;.

g + 1 is the granularity of S, different LTSs may have different granularities.

Example 1. Suppose that LTS S, consists of three LVs and LTS S, consists of
five LVs:

S, = {so = bad, s, = medium, s, = good},

S4 = {so = very bad, s; = bad, s, = medium, s3 = good, s4 = very good}.

In the process of decision-making in real life, different DMs may use the LTSs with different
granularities to describe their preferences to form MGLTSs. In Example 1, LTS S, is with
granularity 3 and LTS S, is with granularity 5, which are composed of S, and S,.

The semantics of LVs are quantitative expression of linguistic evaluation by mathematical
method, and they can make a connection between linguistic evaluation and numerical values.

Definition 2 (Dong et al.”). Let S; = {s;150, 51, ..., Sg} be an LTS, and R be a set of real
numbers. The function: NS : S; — R is defined as an NS of Sg, and NS(s;) is called the
numerical index of s;. If the function NS is strictly monotone increasing, then NS is called
an ordered NS.

2.2 | 2-Tuple fuzzy linguistic model

The 2TFLM is proposed by Herrera and Martinez,'” which matches the elements in the initial
LTSs, being used to deal with the LTSs of uniform symmetrical distribution.

Assuming that A = (4;, A, ..., Ay) is a set of alternatives, C = (Cy, Cs, ..., C,) is a set of
attributes, and G = (Gy, Gy, ..., Gy) is a set of DMs.

Definition 3 (Herrera and Martinez'”). Let S, = {s; 15, S1, .., St bean LTS, a € [-0.5,0.5),
then (s;, «) is called 2TFLM, which defines a transformation between linguistic 2-tuples and
numerical values. Let ) € [0, g] be a value of the symbol aggregation operation. Then, the
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2-tuple that expresses the equivalent information to 7 is obtained by means of the following
function:

A:[0,g] = Sg x [-0.5,0.5), (1)

s;, i = round(n),

. 2
a, a=n—ia€[-0.5,0.5),

A(U) = (Sb OC)’ with {

where A is a one-to-one mapping function. For convenience, its range is denoted as S,.
Accordingly, A has an inverse function with A1 : S; — [0, g] and A™': ((s, @) = i + a.

A computational model has been developed for the Herrera and Martinez model, in which
the following exists:

Theorem 1 (Herrera and Martinez'”). Let (s;, «) and (s;, B) be two 2-tuples LVs, the
computational model has been developed as follows:

1. The comparison operator:

() Ifi <, then (s;, @) is smaller than (s;, 8).

(i) Ifi =], then

(@) ifa = B, then (s;, @) and (s;, B) represent equivalent information, that is, (s;, a) = (s;, 8);
(b) if a < B, then (s;, @) is smaller than (s, B).

2. The negation operator:

Neg ((s;, ) = A(g — &N((si, @))). 3)

Definition 4 (Dong et al.”). Let Sy = {s;15o, 51, ..., Sg} be an LTS, S, be the 2-tuple model
of Sg and NS be the numerical scale on S,. For (s;, «) € S, the numerical scale NS on S,
is defined by

— NS(s;) + a(NS(si+1) — NS(s;)), a >0,
NS(s;) + a(NS(s;) — NS(si+1)), a < 0.
Remark 1. In this paper, NS will be denoted as NS, and NS ((s;, 0)) will be denoted as
NS (s;) for notation simplicity. In the same way, the following A~*((s;, 0)) will be short for
AY(sp).

Definition 5 (Dong et al.”*). Let (s;, @) and (s;, 8) be two 2-tuples LVs, the deviation
measure between (s;, «) and (s;, 8) is as follows:

| NS~'((si, @)) — NS7'((s;, B)) |
g+1 '

d((si’ a)s (Sj’ ﬁ)) = (5)

Dong et al.”

label set:

simplified formula (5) to (6) when existing only one pre-established linguistic

d((si, @), (55, )) = | NS™((s, @) — NS~((s3, B))I. (6)
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2.3 | Unbalanced LTS
On the basis of existing researches,'””> Dong et al.'® proposed a novel definition of ULTSs in
the form of the 2-tuple linguistic representation, which based on the concept of NS.

Definition 6 (Dong et al.'”). Let S, = {s, sy, ..., sq} be an LTS, NS be the numerical scale
on S, and s* be the middle term in S,. Sg is an LTS that is uniformly and symmetrically
distributed, if the following two conditions are satisfied:

1. There exists a unique constant § > 0 such that NS(s;) — NS(s;) = 6(i —j) for
alli,j=o0,1,..,g.

2. Let SR={sls € S;, s > 5*} and SL = {sls € Sy, s < s*}. Let #(SK) and #(S’) be the
cardinality of SR and S*, respectively. Then, #(S®) = #(SL).

Otherwise, it is a ULTS. It is of convenience that S denotes ULTS in this paper.
S={slk=0,1,..1, (7

where the granularity is (I + 1), and sy satisfies s; > s;, iffi > j.

3 | MULTIGRANULAR UNBALANCED HESITANT FUZZY
LINGUISTIC TERM SETS AND THEIR AGGREGATION
OPERATORS

In this section, the concept of MGUHFLTS is introduced and the novel CW methodology based
on the NSM is proposed. Then, two aggregation operators are developed.

31 | MGUHFLTS
Generally, an MGUHFLTS is referred to a set of ULTSs with distinct granularities.

Definition 7 (Liu and Rong'’). Let SM®={S'|t=1,..,T} be a set of ULTSs,
S' = {s§, {, ..., s} be a ULTS, then the granularity of S! is (z + 1). Let X be a reference set,
x; € X,i =1,2,..., N, then the mathematical form of an MGUHFLTS on X is denoted by

HS = {<xl~, P_ls(xi)>|xi (S X}, (8)

where hy(x;) : X — S is a function defined on set X, for any element x; € X, there is a
unique hy(x;) corresponding to it. ks (x;) = {Ss (x)ISs (x;) € S',j = 1, ..., L}, L is the car-
dinal number of hg(x;), which represents the number of elements in set hs(x;), and
6 €{0,1, .., L}. Then hs(x;) is called multigranularity unbalanced hesitate fuzzy lin-
guistic element (MGUHFLE), so MGUHFLTS is the set of all MGUHFLEs.

Example 2. About the evaluation on the teaching design of MOOCs in a university, three
groups of experts (G1, G,, G3) are invited to evaluate five MOOCs (A;, A;, Az, A4, As). Among
them, G, is composed of three presidents (E;, E,, and Es), G, is composed of 3 deans (E,, Es,
and Eg), and G; is composed of three teachers (E;, Es, and Ey). S* = {sg, s{, 53, 53, 83} and
S% = {sg, s, 83, 53, 83, 2, s¢}. The semamtics?_(:)%ga S! and S? are represented by NS as follows:
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NS(sg) = 0, NS(s{) = 4, NS(s3) = 6, NS(s3) = 7, NS(s4) = 8.
NS(sg) = 0, NS(s?) = 5, NS(s3) = 6, NS(s3) = 7, NS(s3) = 8, NS(s2) = 10, NS(s¢) = 16.

Three groups of experts give evaluation information for five MOOCs according to their own
experience and preference, in which the evaluation information of G, is given from S*; the
evaluation information of G, and Gj is given from S' and S The evaluation information given
by the three groups of experts for A; and A, is shown as

}_1511 = {8, 51, 83}, ESIZ = {sg, S{, £}, and lf_zs}3 = {s{,s{, 57}, so Hg = {{sg, 81, 3}, {So» 87> 83},
{st, st 831}

}_1521 = {83, 53, 84}, E;Z = {s3, 83,8}, and If_z;3 = {84,583, 87}, so H§ = {{s3, 83, 4}, {3, 85, 83},
s> 53, S}k

Here H} and H? are two MUHFLTSs, and kg = {s¢, sl 53}, hs, = {s¢, 52, 52}, and hg, =
(s1, s2, s} are three MGUHFLEs of H}; kg = {s1, s, si}, hg, = {53, 5%, 53}, and kg, = (s}, s3, 57}
are three MGUHFLEs of HZ.

Remark 2. In Example 2, hig = {s¢, 51, s} is an ordered finite subset of the consecutive
LTs of S'. With further study of the HFLTS,'” the continuous HFLTS has been expanded
to discontinuous, so {sg, s{, s3} is also in line with the concept of MGUHFLEs.

3.2 | MGUHFLTSs and 2-tuple set

After introducing the concept of MGUHFLTSs, a reliable linguistic model should be found to
simplify this complex linguistic information form. The 2-tuple linguistic model can be regarded
as a connection between MGUHFLTSs and numerical data, with the character of accurate
expression of discrete elements.

Theorem 2. Let SMC = {S'|t = 1, ..., T} be a set of ULTSs, S' = {s{, S{, ..., s{} be a ULTS,
slf eSS, t=1,.., T, i=0,..,7. Let NS be an ordered numerical scale, that is,
NS(s) < NS(s{y1). For V' y € [NS(s§), NS(sH)l, if NS(s{) <y < NS(s41), then the inverse
operation of between MGUHFLTSs and 2-tuple set based on NS is

(Si’ NS(Sit+1)—N5(Si[))’ y< 2 ’

NS~ (y) = 9

Proof. For any (s{, a) € S!, NSTI(NS (s{, a)) = (s/, «). So, the inverse operation of NS is
Equation (9).

3.3 | The aggregation operators of MGUHFLTS

In MAGDM problems, it is an important step to aggregate assessments from different sources
into a whole. The aggregation principle of MGUHFLTS is consistent with that of HFLTSs,
which means all the possible combinations of the elements should be aggregated first.
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Let {Hs, Hs,, ..., Hs,} be a collection of MGUHFLTS on SM6 ={S‘t=1,.., T}, and
W = (w1, Wy, ..., w,)T be the associated weighting vector of 1751., jeJ={1,2,.., n}, such
that 0 <wj; <1, Z?;le = 1. Let th € ﬁsj, j €J, then these MGUHFLTSs are initially
aggregated as

@?:1Wjﬁsj = UESjEHSj,jEJ{®?:1M)jES}'}' (10)

Obviously, there are V = H #(HS) elements in @'~ 1W]HSJ D= 1w; h. s, can be expressed in
the form of linguistic 2-tuple as

& wihs = Ns—l[ZMNS(ESJ_)]. 11)

j=1

Here, the result derived by formula (11) is also a linguistic 2-tuple. By formula (9), the
aggregation result can be obtained that

. ¥, wikis;— NS (s )
37 NS (sh 1) - NS(sh)

[t Py wjhsj—NS(s;lH)]

E@EH&,]EJ , ijhg < JIH)+NS( ),

(12)
= — ., +l)+Ns( )
S () —ms() ||"8 S I €T Z%hs—’—-

Definition 8. Let {Hs,Hs,, .., Hs,} be a collection of MGUHFLTS on
SMG — (S|t =1, ..., T} and W = (w1, Wy, ..., w,)T be the associated weighting vector of
Hg, j€J={1,2,.., n},such that0 <w; <1, Z;.’zle = 1. Let hg € Hg, j € J, then the
MGUHFLWA operator can be shown as

MGUHFLWA (Hs,, Hs,, ..., Hs,) = {NS7'(w; x NS(hs,) + w, X NS(hs,) + ---
+ w, X NS (l’_lsn))”’_lsj S HS]} (13)

Definition 9. Let{Hs, Hs,, ..., Hs,} be a collection of MGUHFLTS on SM¢ = {S|t = 1, ..., T}
and W = (wy, wy, ..., w,)T be the associated weighting vector of 175], jeJs=1{1,2,.., n},
such that 0 <w; <1, Z:.'zl w; = 1. Let Esj € Hy, j€J, then the multigranularity
unbalanced hesitant fuzzy linguistic order weighted averaging (MGUHFLOWA) operator
can be shown as

MGUHFLOWA (Hs,, Hg,, ..., Hs,) = {NS~'(w; X NS (hs,,) + wy X NS (hs, ) + -
+w, X NS(ESU(W))NESU(;) (S HSO(,.)}, (14)

where (o(1),0(2), ..., 0(n)) is the permutation of (1,2, .., n) such that kg, > hs,,
for j=2,3,..,n

Theorem 3. Let {Hs, Hs,, ..., Hs,} be a set of MGUHFLTS on SM¢ = {St|t =1, ..., T}.
Then the MGUHFLWA and MGUHFLOWA operators based on NS satisfy the following
properties:
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1. (Boundedness) min{Hglj = 1,2, ..., n} < MGUHFLWA (Hy,, Hs,, ..., Hs,) < max{Hgj = 1,2, ..., n},
and min{ﬁsj lj =1,2,..,n} < MGUHFLOWA (Hg, Hg,, ..., Hs,) < max{ﬁsj j=1,2,..nkL

Proof. min{ﬁsj lj=1,2,..,n} = Hg, and max{ﬁg,j j=1,2,..,n}= 1755, then

MGUHFLWA (Hs,, Hy,, ..., Hs) = (NS~ (w, x NS(is) + w; X NS (s,) + -+
+ w, X NS(]/_ISn))”ZSj (S HS]}

S{NS‘l(wl X NS(]’_I.SI) + wy X NS(]’_I.SZ) + -+ w, X NS(I’_I.S"))|ESJ S ﬁgﬁ} = ﬁgﬁ.

So, min{Hg,|j = 1,2, ..., n} < MGUHFLWA (Hs,, Hs,, ..., Hs,) < max{Hg|j = 1,2, ..., n}.

Similarly, we can get

min{ﬁsj lj =1,2,..,n} < MGUHFLOWA (Hs,, Hs,, ..., Hs,) < max{ﬁsj j=1,2,..nhL

2. (Idempotency) MGUHFLWA (Hsl, Hsz, ey Hsn) = MGUHFLOWA (Hsl, Hsz, ey Hsn) = HSP’
when Hsj = ﬁsp forj=1,2,.., n.

Proof. Since 175]. = Hsp for j =1, 2, ..., n, it follows that

MGUHFLWA(Hs,, Hs,, ..., Hg,) = {NS™\(w; X NS(hs,) + wy X NS(hg,) +---+ W, X NS(hs,))!
hs € H)
= (NS7}(wy X NS(hs,) + wa X NS(hs,) +---+ w, X NS(hs,))|
ESj € Hsp} = Hsp’

MGUHFLOWA(Hs,, Hs,, ..., Hs,) = {NS™\(w; X NS(hs, ) + w2 X NS(hg,,) +--+ W,
X NS(hs, ) hs., € H,}
= {NS_I(Wl X NS(ESU(I)) + w, X NS(ESa(z)) +- 4w,
X NS(”_’SU(n)))mSam € Hsa(m} = HSp’
hence, MGUHFLWA(HSP HSZ’ veey HS,[) = MGUHFLOWA(HSI, Hsz, veey Hsn) = HSF,When Hsj = ﬁsp

forj=1,2,.., n.
3. (Commutativity) If (H's,, H's,, ..., H's,) is any permutation of (Hs,, Hs,, ..., Hs,), then

MGUHFLOWA(H's,,H's,, ..., H's,) = MGUHFLOWA (H,, Hs,, ..., Hs,).
Proof. According to Definition 6, let
MGUHFLOWA (Hg,, Hg,, ..., Hs,) = {NS7'(w; X NS (hg,) + w2 X NS(hs,,) + -

+w, X NS(]’_ZSU(")))”’_lSO(I.) S HSU([)}’
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MGUHFLOWA (Hg,, Hg,, ..., Hg ) = {Ns-l(w1 X NS(h's,,) + wy X NS (E;J(z)) +

hsw) € HSG(D}.

+ Wy X NS(E;M))

Because (1731, 1752, . H;n) is any permutation of (Hs,, Hs,, ..., Hs,), SO

MGUHFLOWA (Hy,, Hg,, ..., Hg ) = MGUHFLOWA (Hs,, Hg,, ..., Hs,).

4. (Monotonity) If H;j > Hsj for any V j € {1, 2, ..., n}, then
MGUHFLWA (Hy,, Hg,, ..., Hs,) > MGUHFLWA (Hs,, Hs, ..., Hs,),
MGUHFLOWA (Hy , Hg,, ..., Hg ) > MGUHFLOWA (Hs,, H,, .., Hs,).
Proof. Let

MGUHFLWA (Hg, Hg,, ..., Hg ) = {NS‘l(wl x NS(is,) + w X NS(E.;Z) 4o

+ Wy X NS(E;”)) hg € H’Sj}

and

MGUHFLWA(HSI, ﬁsz, ey Hsn) = {NS_I(Wl X NS(I’_ISI) + wy X NS(ESZ) +---+w,
X NS(ESH))”ZSJ S HSJ}’

since H éj > Hg, then there must exist the probability of fzé}_ > hg, then, if H's > Hj,
MGUHFLWA(H's,, H's,, ..., H's)) > MGUHFLWA (Hs,, Hy,, ..., Hs,).
Similarly, if H's, > Hg, we can get
MGUHFLOWA(H's,, H's,, ..., H's,) > MGUHFLOWA (Hy,, Hy,, ..., H,).
5. MGUHFLWA (Hs,, Hy,, ..., Hs,) = Hs, when w; = 1. MGUHFLOWA (Hy,Hs,, ..., Hs,) = Hg,
when w; = 1 and j = o (i).

Proof. If w; =1, then

MGUHFLWA (Hs,, Hy,, ..., Hs, )

n

= {NS_I(WI X NS(ESl) + wy X NS(]’_ISZ) + e+ w X NS(ESJ) + - +w, X NS(E&))”’T,@ S HSJ}

Similarly, if w; = 1 and j = o (i), then
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MGUHFLOWA (Hs,, Hs,, ..., Hs,)

= {NS_I(Wl X NS(I’_IS,J(U) + wy X NS(Esc(z)) + -+ w; X NS(I’_ISU(I.)) + .-

+ w, X NS(ESO(,‘)))”’_ISU(,-) (S HSUU)}
= {NS—1(1 X NS(ESU(i)))lﬁscr(i) € HSU(D} = HSJ = {NS—l(l X NS(I’_lsj))”’_lsj S HS]} = HSJ

This completes the proof of Theorem 3.

4 | NOVEL MGUHFLTS-MABAC MODEL
4.1 | Construction of the novel MGUHFLTS-MABAC model

The MABAC is a reliable approach to solve MAGDM problems. To deal with different gran-
ularity linguistic evaluation information, it is necessary to apply the MABAC method to the
MGUHFLTS environment. Thus, a novel MGUHFLTS-MABAC model is established.

Seven steps of this model are shown as follows:

Let SM¢ = {S'|t = 1, ..., T}, S' = {s{, S, ..., 81}, s& € S' be the ULTS. The ULTS used by the
kth DM group is S¥ = {s§, s{, ..., Sis} and the NS function on S* is NSk, k = 1, 2, ..., q. Suppose
that the evaluation value of group G, under attribute C; of alternative A; is expressed as i_zy]-{ ,
then, the decision matrix given is H* = [i_li]]»{]mxn, i=1,2,.,m; j=1,2,.,mk=1,2..,q.
m is the number of alternatives and 7 is the number of criteria.

Step 1. Set a basic ULTS S2.

Select a basic ULTS S form {S%, S?, ..., S9}. SB can be chosen freely by DMs, because it
cannot influence the ranking results.

Step 2. Construct the weighted aggregated decision matrix X of different DMs.

Assuming that A = (4, A, ..., An) are a set of alternatives, the attributes are C = (Cy, Cy, ..., Cy)
and groups of DMs G = (Gy, G, ..., G,) provide their evaluations.

First, transform the assessment information MGHFLTEs to the linguistic 2-tuple elements
in terms of formula (2).

Second, get the aggregated decision matrix X. Elements of aggregated decision matrix X

can be calculated based on S8 by formula (10).

Cl CZ Cn
a | b () h(xs) o R ()
h,

Step 3. Normalize the aggregated decision matrix N.
Normalized the aggregated decision matrix X into N as follows:

244



C C . (&
RONG ET AL. 1 2 n 5681
wiLEy-|*

Am ];\(l’lb) ) ];\ (n,l,sz) ]/_l\ (}’l::”)

ml

where h; (n; B) is still a linguistic 2-tuple element if h (n; B) is a benefit criterion, A (n ) = hy (x
or hy(n;j) = NSTH(NS(s/) — NS(hs(x;))), sf € SB = {so,s1 o DY

Step 4. Calculate the weighted matrix V.

The elements are calculated by

hs (v)) = wyh (nijl-g), (17)

where ki (n ) is the element of the normalized matrix N, and w; is the weight of the criteria.
The welghted matrix V' can be obtained by using formula (13).

h (vﬁ) h (vlg) o by (vlf,i) w; - by (nﬁ) w, - kg (nlg) o Wy - B (nﬁl)
v =|hs (vﬁ) hg (VZ%) R (vzlil) — | w - ES (nzBl) w, - by (n;;) e Wy - g (nﬁl)
h (v,ffl) hy (v,f;z) . g (v,ﬁn) wy - (n,ﬁl) w, - by (n,ﬁz) Wy - b (n,ﬁn)

Step 5. Determine the border approximation area (BAA) matrix G.
The BAA for each criterion is determined by using formula (18).

_ % glf_zs (vif), (18)

where kg (v ) is the element of the weighted matrix V, and m is the total number of alternatives.
After calculatlng the value g; for each criterion, a BAA matrix G is formed as follows:

G = [hs(;f) hs(;f) hs(g; )

Step 6. Compute the distance matrix Q.
Elements of the distance matrix Q can be calculated by

a(m(of)-Ri(s)) it (o) > Au(ef).

Q =hy(gf) =10 if y(vf) = (ng), (20)

=

19)

where d (h; (v ), b (gB)) denotes the distance between hy (vl ) and hy (gB) hy (v ) is the element

of the welghted matrlx V, and hg (gB) is the BAA of the criterion.
There are three situations of alternatlve A;, the first is belonging to the BAA(G), the second

is upper the BAA(G'), and the third is lower the BAA(G™), which could be shown as follows:
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A
A+

1 —_
»n Upper approximation area
g +
.2 G
S
=
&
o L
.2 Border approximation area
5 G >
o 0

G Lower approximation area
1—
A

FIGURE 1 Presentation of the upper (G*), lower (G™), and border (G) approximation areas
G+ if h, (vif) > I, (ng),
A, €3G if (vif‘) _ (ng), 1)
— o7 (B = (B
G if hs(vij ) < hs(gj )
where G* is the area which contains the ideal alternative (At), while G~ is the area which
contains the anti-ideal alternative (A~) (Figure 1).
To select the best alternative A;, there should be as many criteria as possible belonging to
G+. If P_zs(vf) > hy(g”), that is, A; € G*, then alternative A; is near or equal to A*; if
hs(vf) < hy(g), that is, A; € G~, then alternative A; is near or equal to A™.

Step 7. Rank the alternatives.
The final values of the alternatives are obtained by the following calculation:

S; = anﬁs(qif), ji=1,2.,n i=12.,m, (22)
j=1

where n is the number of criteria, and m is the number of alternatives.
The larger the value of S; is, the better the alternative is.
4.2 | The comparative analysis
In this subsection, an existing example is applied by the novel MGUHFLTS-MABAC model,

which is proposed in the previous subsection. And the validity and superiority of our proposed
method are verified by comparing it with the other three methods.
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4.2.1 | Validity analysis of the proposed method

To verify the validity of the proposed method, the multi-granular unbalanced hesitant fuzzy lin-
guistic Choquet integral average (MGUHFLCA) method'” is applied under the MGUHFLTS en-
vironment. The data are from online course evaluation of Open University of China in Liu and
Rong's paper.'” The slight difference of the data depends on whether DMs and attributes are
independent of each other. In this paper, we suppose both DMs and attributes are independent.
The weights of DMs are {0.2, 0.3, 0.5}, the weighs of attributes are {3/9,1/9, 2/9, 3/9}. The se-
mantics of the ULTSs S, S2, S? are the same. Let SM¢ = {S!|t =1, ..., T} be a set of ULTSs,

= {s¢, 8, ., Sy be a ULTS, s € S, t = 1,..., T,i = 0, ..., . NS(s{) = CCV(s})."*

Therefore, our method and MGUHFLCA method are applied to solve this problem. The
specific results are as follows:

The steps of our method are as follows:

Step 1. Set a basic ULTS S5. S3 is selected as S5.

Step 2. Transform the assessment information MGHFLTE:s to the linguistic 2-tuple elements
and then get the aggregated decision matrix X of different DMs.

Formula (10) is used to calculate the data of the three DMs groups, and get the aggregated
decision matrix X.

{ 53,0.1438 }
{(s3.01179)}
{(s5. 00109)}
{(s , —0. 0671)} {(sl,—O 1762)} {(s1,0.1204)} {(sl,—0.0654)}_

Here we take aggregation of {Hg' S HS! s, H ;31} as an example to demonstrate the process. By
formula (10) the linguistic 2-tuple elements are initially aggregated as

(33,01375) {(s , —0.4222 }

{ | )
{(s ,—02449)} { 53, 0. 3237)} |
(53, -02575) |

{ 53, —0.5000 } { 53, -0.2375 } {(53,00313

)
s3,0. 1179)
)

s3,0.0169

@, 1A Hg, = Ungem, j=123{@}1A: ks )
={NSz'(0.2 X 0.95 + 0.3 X 0.7 + 0.5 X 0.95), NS5*(0.2 X 0.95 + 0.3 X 0.7

+ 0.5 % 0.7),
NS5 (0.2 X 0.95 + 0.3 X 0.7 4+ 0.5 x 0.95), NS5 (0.2 x 0.95 + 0.3 x 0.7

+ 0.5 X 0.7)}
= {NS5'(0.875), NS5*(0.75), NS5*(0.875), NS5 (0.75)}.

The four elements of @3_,1.H, ;Z are aggregated by the MGUHFLWA operator, and
get xi; = {(s3, 0.1125)}.

Step 3. Normalize the aggregated decision matrix N.

All the indicators are benefit criteria, so A (ny ) = hy (x ), the normalized matrix N is the
same as the aggregated decision matrix X.

Step 4. Calculate the weighted matrix V.

The weight of the attribute is shown as follows, according to formula (10), we get the
weighted matrix V.

= (3/9,1/9, 2/9, 3/9),
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{(sf, 0. 2416)} {(s ,02586)} { s3, -0. 4788)} { 53, -0.4565)}
. {(313, -04563)} {(s ,0.1641)} {(s ,0.2894)} {(s ,02824)} |

{(sl,-O 3308)} {(30,01867)} {(s ,0.4060)} {(s ,04551)}

{(s0,03020)} {(sg, 0.0915)} {(s ,0.2597)} {(s ,04944)}_

Step 5. Determine the BAA matrix G.
The BAA for each criterion is determined by using formula (18).

G= ({(313, —0.4317)}, {(sg, 0.1752)}, {(sg, 0.3691)}, {(sg, 0.3721)}).

Step 6. Compute the distance matrix Q.

Elements of the distance matrix Q can be calculated by formula (20) and shown in Table 1.

Step 7. Rank the alternatives.

The final values of the alternatives are calculated by formula (22), and get S(4;) = 0.2143,
S(Ay) = —0.0722, S(A;3) = —0.0840, and S(A,) = —0.2217. Since S(4) > S(A3) > S(A;) >
S(Ay), then A; > A3 > A, > Ay, and the best alternative is A;.

The steps of MGUHFLCA method'” are as follows:

Step 1. S3 is chosen as the basic LTS S5.

Step 2. The assessment information provided by DMs groups with MGUHFLEs is trans-
formed to the proportional 2-tuple sets.

Step 3. Determining the fuzzy measure (weight) of each DM group. The fuzzy measure of
each DM group is as follows:

u(@) =0, u(Gy) = 0.2, u(Gy) = 0.3, and u(G;) = 0.5. In this example, the DM groups are
independent of each other, 1z = 0, we get

,Ll(Gl, Gz) = 0.5, ,L((Gl, G3) =0.7, ,Ll(Gz, G3) = 0., and ,M(Gl, Gz, G3) =1

Step 4. Integrating each DM group's assessment by MGUHFLCA operator to
obtain the comprehensive information. Utilizing the MGUHFLCA operator, H? = =hp
(i=1,2,3,4j=1,2,3,4).

For example,

ij

HE = {(0.7158s§’, 0.2842s3), (0.5676s3, 0.4324s3)}.

The other results are omitted here.

Step 5. Determining the fuzzy measure of each attribute and attribute set. The fuzzy
measure of each attribute is as follows:

w(@) =0, u(Cy) = 3/9, u(Cy) = 1/9, u(Cs) = 2/9, u(Cy) = 3/9, and 1c = 0. We get

TABLE 1 Deviation measures of five alternatives

B, B, B3 B,
A 0.0679 0.0298 0.0543 0.0623
A, —0.0088 —0.0040 —0.0285 —0.0310
Az 0.0360 0.0041 0.0132 0.0307
Ay —0.0951 —0.0299 —0.0391 —0.0576
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TABLE 2 Results obtained by two methods under MGUHFLTS environment

Methods Evaluation values Ranking
MGUHFLCA S(A]) = 0.8020, S(Az) = 0.5421, S(A3) = 0.7017, S(A4) = 0.3530 A > Az > Ay > Ay
method "’

The proposed S(4;) = 0.2143, S(A,) = —0.0722, S(A3) = 0.0840, S(A,) = —0.2217 A} > A3 > A, > Ay
method

Abbreviations: MGUHFLCA, multi-granular unbalanced hesitant fuzzy linguistic Choquet integral average; MGUHFLTS,
multigranular unbalanced hesitant fuzzy linguistic term set.

u(Cy, C2)=1/3, u(Cy, C3) =5/9, u(Cy, Cy) =2/3, u(Cy C3) =1/3, u(Cy Cy) = 4/9,
u(Cs, C4) = 5/9, u(Cy, Cy, C3) = 2/3, u(Cy, Cy, Cy) = 7/9, u(Cy, C3, Cy) = 8/9, u(Cy, C3,Cy) =
2/3, and u(Cy, Gy, C3,Cy) = 1.

Step 6. MGUHFLCA operator is used to integrate the attribute values of each alternative into
a collective assessment H2, here HP is a proportional 2-tuple fuzzy LV on SE. For example,

ok = {(0.6707s33, 0.3293s3), (0.6233533, 0.3767s3),
(0.6026333, 0.3974s3), (0.6484333, 0.3516s43)}.

Step 7. For each alternative, calculating the score function,
S(A;) = 0.8020, S(A;) = 0.5421, S(A3) = 0.7017, S(A4) = 0.3530.

Step 8. According to values of score function, we get A; > A; > A, > A4. So the best
alternative is A;.

The results of the two methods are shown in Table 2.

The ranking results in Table 2 by means of MGUHFLCA method'® and the proposed
method demonstrate the same results, which is 4; > A; > A4, > A,. The above ranking results
prove the validity of the proposed method.

4.2.2 | Superiority analysis of the proposed method

To prove the advantages of the proposed method, the comparison with different methods
should be given attention first. These methods are MGUHFLCA method,'” hesitant linguistic

TABLE 3 The evaluation results by different methods
Methods Evaluation values Ranking
DAWA method®® Cannot be obtained -
HLWA method'® E(4;) = 0.5200, E(4,) = 0.5700, E (4;) = 0.5800, E(A,) = 0.5628  A; > A, > Ay > A

MGUHFLCA S(A) = 0.4517, S(A;) = 0.5000, S (A;) = 0.6234, S(A,) = 0.5635 Ay > Ay > A, > A
method"’

The proposed S(4;) = —0.0400, S(A,) = —0.0251, S(Az) = 0.0496, S(A4) = 0.0154 Az > A, > A, > A
method

Abbreviations: DAWA, the weighted averaging operator of linguistic distribution assessments; HLWA, hesitant linguistic
weighted average; MGUHFLCA, multi-granular unbalanced hesitant fuzzy linguistic Choquet integral average.
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TABLE 4 Decision information given by three DMs
C1(Dy) C;(D,) C3(D,) C1(D>) C;(D2) C3(D>) C1(D3) C;(Ds) Cs3(D3)

A s} 52} fs2} {53} 53} {53} {5383y {s3si) fs3)
A s} {53} fsis2} s} s’} {si’} {53} fsisiy {s3sa)
A {183} (ss) fs2} O I e I U sy {s3)
Ay s} fshs} {83} {53} {53} {53} {53} {53} 53,53}

weighted average (HLWA) method,'® and the weighted averaging operator of linguistic dis-
tribution assessments (DAWA) method.”® Due to the limitation of DAWA method, the fol-
lowing superiority analysis will be divided into two parts.

Part A. Superiority analysis under unbalanced environment.

Because the method of HLWA method cannot directly process the MGUHFLTS informa-
tion, we adopt evaluation information under UHFLTS environment in example 5 from Liu
paper.'” The original evaluation data and the semantic of ULTSs are the same as example 5, the
weight of DMs is {1/3, 1/3, 1/3}, and attribute weight is {0.3, 0.1, 0.6}. The evaluation results by
different methods are shown in Table 3.

DAWA method cannot deal with unbalanced information, so the result will be shown in
Part B. The results in Table 3 show that the ranking results of the three methods are slightly
different. The best and worst alternative results of the three methods are the same, the former is
Aj and the latter is A;. But HLWA method's result is slightly different from the other two
methods, which is displayed on the ranking of A, and A,. The main reason of the different
rankings is that HLWA method is likely to lead to information loss. Thus, Example 3 is
proposed to prove how the information is missed.

Example 3. Let S = {5, 51, ..., S¢} be a ULTS with NS(s¢) = 0, NS(s1) = 4, NS(s;) = 7,
NS (s3) = 8, NS(ss) = 12, NS(s5) = 15, NS(s¢) = 16. Let H: = {sy, 55} and HZ = {s3, 54} be
two UHTLTSs on S, w; = w, = 0.5.

The result of HLWA method:

Crs(0.5, Hg, 0.5, H3) = {round’(NS~Y(0.5 X 4 + 0.5 X 8)), round(NS~1(0.5 X 4 + 0.5 x 12)),
round’(NS™1(0.5 X 7 + 0.5 x 8)), round(NS™1(0.5 X 7 + 0.5 X 12))}

= {round’'(NS~(6)), round(NS~%(8)), round’(NS~%(7.5)), round(

NS1(9.5))}
= {round'(s,, —0.33), round’(ss), round’(ss, —0.5), round’(s4, 0.38)}
= {52, 83, S4}.

The result of our method:

@3- wihg = {NST0.5 X 4 + 0.5 X 8), NS71(0.5 X 4 + 0.5 x 12), NS7}(0.5 x 7

+0.5 X 8), NS™1(0.5 X 7 + 0.5 x 12)}
= {(s5, —0.3333), (s3), (53, —0.5000), (53, 0.3750)}.
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On the basis of the comparison between Dong's method and our proposed method, it is obvious
that there is information loss in Dong's method, while our method can represent information more
accurately. According to Example 3, the calculation by HLWA method resulted in the loss of
information in two aspects. One is the transformation between 2-tuple and HFLTS. In HLWA
method, (s,, —0.033) is transformed to s,, but the previous is more precise. On the contrary, our
proposed method keeps the form of 2-tuple (s, —0.033), which is expressed in a more precise way.
The other is the combination of the LVs. In HLWA method, (s3) and (s3, —0.5) are combined as s3,
so the 2-tuple variable (s3, —0.5) is missed. On the contrary, our proposed method keeps all the
2-tuple variables, which makes the evaluation information more accurate.

When it comes to MGUHFLCA method, it can be seen that the ranking result is the same as
our proposed method. Although we obtained the same result, our proposed method still has its
advantages. First, the computation of our method will not increase with the increase of attri-
butes, while the computation of MGUHFLCA method will increase significantly by means of
2" — 1." Second, our method is characterized with more flexibility and applicability.
MGUHFLCA method is based on Wang and Hao's model, which is calculated by CCV, while
our method is based on the 2-tuple model, which is calculated by NS. It is proved that Wang
and Hao's models can be obtained by the NS model. Therefore, our method is more universal.

Part B. Superiority analysis under balanced environment.

DAWA method can only deal with multigranularity balanced linguistic information, while
other three methods can deal with both balanced linguistic information and unbalanced lin-
guistic information.

Example 4. Assume that a university assesses four MOOCs A, Ay, A3, Ay, the
assessment is based on three attributes, that is, teaching team (C;), teaching activity (Cs),
and teaching effectiveness (C;). Three DMs give their evaluation from balance LTS
SMG = {S1, 82, S5}, S' = {s{, 81, 53, 53, 84}, and S? = (s, 7, 85, 85, 83, 57, 8¢} = S°. The NS
of S' is {0,1/4,2/4,3/4, 1}, and the NS of S? is {0, 1/6,2/6,3/6,4/6,5/6,1}, NS(S?) =
NS (S3). Given that the attributes weights are w, = {1/3, 1/3, 1/3}, and the DMs weights are
wp = {1/3,1/3, 1/3}. Assume the decision information given by three DMs is shown in
Table 4.

By using DAWA, HLWA, MGUHFLCA, and our proposed methods, the ranking results are
shown in Table 5.

From Table 3, there are the same ranking results both in MGUHFLCA method and in our
method, which is A; > A4; > A, > A,. HLWA method's ranking result is slightly different with
MGUHFLCA method, and our method, A; is still the best one. But DAWA method's ranking result
is taken A, as the best one. The main reason why different ranking results appeared is different ways
of calculation. Both MGUHFLCA method and our method offer the most accurate information,
whose calculation is based on CCV and NS; HLWA method provides moderately accurate in-
formation, because the combination of the LVs leads to partly loss of information; DAWA method is
based on linguistic distribution, variables with different granularities need to be transformed fre-
quently during calculation, which is likely to extremely lose information.

To verify advantages of our proposed method, the computational characteristics of different
methods are compared in Table 6.

It can be seen from Table 6 that: DAWA method's advantages are just easy to deal with decision
problems with more attributes; HLWA method's advantages are displayed in two aspects, which are
computation models and can deal with more attributes; MGUHFLCA method's advantages are
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displayed in two aspects, which are processing multigranularity linguistic information directly and
less information loss during transformation; our proposed method covers all above advantages.

From the above analysis, no matter under unbalanced environment or balanced environ-
ment, our proposed method has shown the validity and superiority.

5 | APPLICATION OF THE MGUHFLTS-MABAC MODEL
FOR MOOCS EVALUATION

MOOCs, as a new online learning mode, have drawn the attention of teachers, learners, and
scholars in recent years. It has expanded the teaching time and space, transformed the way of
teaching and learning, and brought great impact on traditional higher education mode.
For example, on the platform of “MOOCs University in China,” by the end of April 2020, 374
institutions had provided 5520 MOOCs' courses, involving engineering, science, economic
management, literary history, and many other disciplines. Due to the rapid development of
MOOCs in China, the evaluation of MOOCSs is significant.

“Modern Chinese Language” is a required course for Chinese related majors in universities,
and 176 such courses can be found on “MOOCs University in China” in 2020. Among them
fives courses are chosen for evaluation, the reason why these five courses present representative
is that the number of learners in each course can reach more than 1000.

In Section 5.1, the MOOCs' evaluation index system is built. In Section 5.2, the weights of
indicators are determined. In Section 5.3, assessment information of MOOCS is obtained. In
Section 5.4, five MOOCs' courses of each group are ranked by using the MGUHFLTS-MABAC
model.

5.1 | The construction of MOOCSs' evaluation index system

To evaluate MOOCs effectively, a credible evaluation index system should be constructed.
Fifteen experts are invited to show their opinions for the construction of the MOOCs' eva-
luation index system, who are from the field of Chinese teaching, and MOOCSs' teaching. The
system is established as follows, which contains six elements and 16 indicators.

51.1 | Teaching Team (C1)

Teaching team is considered as the primary element, because most learners in MOOCs are
attracted by famous universities and their excellent teaching team. Meanwhile, these teaching
teams can make themselves well known through online platform. The indicators of Teaching
Team (C1) include:

1. The level of university (B1): There is a close connection between quality of MOOCs and level
of universities. Top universities with excellent teaching and scientific research level usually
lead to high quality of MOOCs.

2. Chief teacher (B2): The chief teacher in MOOCs plays the same role as CEO in enterprise,
whose teaching level, scientific research ability, and organizational management ability will
affect the teaching quality of MOOCs.
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3. Team members (B3): MOOCs' teaching contains multiple tasks with many parts, chief tea-
cher could not complete the whole process alone. Thus, more than three team members are
needed to be responsible for the course preparation, video recorded, and maintenance of the
MOOCs course.

5.1.2 | Teaching Objectives (C2)

MOOCs' teaching activities should strictly follow specific teaching objectives, so teaching ob-
jectives are of great importance for quality of MOOCs' evaluation. Whether teaching objectives
are scientific and reasonable will determine the organization and the guidance of teaching
evaluation. The indicators of Teaching Objectives (C2) include:

1. Explicit and visual (B4): It is not only in the teacher's teaching plan, but also at the beginning
of courses that the teaching objectives should be expressed clearly. At the beginning of the
MOOCs, teaching objectives should be clearly communicated to the learners, using verbs,
such as “know, understand, use, analyze, synthesize and evaluate.” In this way, learners can
foresee how much they should master and distinguish the prioritization of learning objec-
tives, to allocate time and energy.

2. Scientific and reasonable (B5): Both general teaching objectives and each chapter objectives
should be scientific and reasonable, demonstrating moderate difficulty. The teaching ob-
jectives depend on MOOCs learners' educational backgrounds and different ages.

3. Diversity (B6): Teaching objectives should follow the principle of diversity. Single teaching
objective cannot satisfy the demand of diverse MOOCs learners, so that various teaching
objectives should cover knowledge objectives, skill objectives, and emotional objectives.
Emotional objectives are indispensable, which can transfer the advantages of traditional
classroom to MOOC:s.

5.1.3 | Teaching Methods and Means (C3)

Teaching methods and means are of great significance in MOOCs teaching, not only because
appropriate teaching methods can complete the corresponding teaching tasks, but also because
teaching methods can relate to the whole process of teaching activities. As multimedia technology
and “internet plus” have been applied wildly, a new trend is how to meet the needs of MOOCs
learners. Thus, teaching methods and means face the challenges of fragmentation learning and
mobile learning. The indicators of Teaching Methods and Means (C3) include:

1. Teaching media (B7): MOOCs are mostly displayed on network platform, teaching media
need take the source advantage of internet technology. To make full use of the advantages,
MOOCs should be presented with simple course interface, clear navigation, vivid course
video, neat electronic blackboard, and proper color of pictures.

2. Teaching methods (B8): On the one hand, MOOCs' teaching methods should conform to the
characteristics of online learning. On the other hand, they should also pay attention to the
comprehensive application of teaching methods. Teachers should combine the above
characteristics flexibly and apply various effective teaching methods.
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3. Teaching means (B9): To complete the teaching tasks, proper teaching means should be
chosen. Those means refer to the tools, materials, and facilities according to a certain
teaching method. Teaching means should serve the teaching objectives, which is a key part
among scientific selection of reasonable teaching means.

5.1.4 | Content of the Course (C4)

The content of course is the main information transmitted in the process of interaction between
teaching and learning. In the evaluation of MOOCs teaching quality, Content of the Course
(C4) mainly includes:

1. Syllabus (B10): The syllabus should provide the introduction of course content, clear
explanation of the assessment method, credit and certification requirements of the
course. In consideration of the different knowledge backgrounds and ages of learners, a
questionnaire about learners' age, knowledge structure, and needs should be completed
with meet the demand of MOOCs learners and the syllabus should be revised
correspondingly.

2. Teaching design (B11): According to the questionnaire, curriculum framework, difficult
points, course time, and tests are set in the teaching design. On the basis of this, teachers
should properly adjust the teaching steps and contents. Curriculum framework and difficult
points should be clearly informed at the beginning of each chapter, the course time and how
to test should be given.

3. Teaching resources (B12): The most important teaching resource of MOOCs teaching is video. The
video should display knowledge points, logical content arrangement, and moderate difficulty.
Teaching resources matching with video should have PPT, texts, extended reading materials, and
relative books. Teaching resources also cover exercises and tests, which maintain moderate
difficulties and tests of chapter, midterm, and final should be well designed.

5.1.5 | Teaching Activities (C5)

Teaching is a kind of bilateral activity which consists of teacher activities and learner activities
under the standard of certain educational objective. In this activity, teachers play the role of
teaching guider and organizer, and learners are the followers of teachers. The indicators of
Teaching Activities (C5) include:

1. Teacher activities (B13): Teacher activities should be carried out according to the char-
acteristics of MOOCs' teaching, which requires teachers to introduce the course clearly.
In the teaching process of MOOCs, the manners are natural and generous, the speed is
moderate, and the tone is inspiring. In addition, in the online discussion area, teachers
should actively participate in the discussion, respond to learners’ questions in time.

2. Learners activities (B14): Learner activities are mainly reflected by the online interaction. The
participation of the learners can be reflected by the statistics of learners who sign up for the
MOOCs, courses visited, teaching videos watched, and posts the discussion area.
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TABLE 7 MOOCs evaluation criteria

Elements Indicators

C1. Teaching team B1. The level of university
B2. Chief teacher
B3. Team members

C2. Teaching objectives B4. Explicit and visual
B5. Scientific and reasonable
B6. Diversity

C3. Teaching methods and means B7. Teaching media
B8. Teaching methods
B9. Teaching means

C4. Content of the course B10. Syllabus
B11. Teaching design
B12. Teaching resources

C5. Teaching activities B13. Teacher activities
B14. Learners activities

C6. Teaching evaluation and feedback B15. Task design
B16. Learners' performance evaluation

Abbreviation: MOOC, massive open online course.

5.1.6 | Teaching Evaluation and Feedback (C6)

The Teaching Evaluation and Feedback of MOOCs can be divided into two steps: the first is the
task design after each class and the second is the course evaluation (Table 7).

1. Task design (B15): The teaching team should pay attention to three aspects of task design,
which are difficulty, types, and feedback. The difficulty of task is moderate to most learners,
to make the majority pass. The types of tasks are various, including multiple-choice ques-
tions, calculation questions, discussion questions, and so on. The feedback of task should be
timely, which can help learners improving.

2. Learners’ performance evaluation (B16): In the teaching evaluation, the teaching team should
not only focus on task but also learners' performance. Learners' performance refers to the
numbers of video watching, the times of texts, and the frequency of discussion. Meanwhile,
the feedback from the learners can show their attitudes about the MOOC:s.

5.2 | Obtain the assessment information of MOOCs

Five courses A = {A;, A;, A3, A4, As} of “Modern Chinese Language” in “MOOCs University in
China” are evaluated, constructed by Zhejiang University (4;), Henan Normal University (A4,),
Zhengzhou Normal University (A;), Yancheng Normal University (A,), and Huazhong Agricultural
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TABLE 8 Conversion relationship between NS and LTs S!

NS 0 4 6 7 8
Linguistic phrases Very bad Bad Medium Good Very good
Representation s(} sl1 s2l s31 s}

Abbreviations: LT, linguistic term; NS, numerical scale.

University (As). Nine experts (E) are invited to provide their assessment information with MGUH-
FLEs. All experts are divided into three groups according to their specialties, Chinese language
experts' group (Gy), online education experts' group (G,), and experts who have taught on MOOCs
(G3). Experts E;, E,, and E; are in Gy; Experts E,, Es, and Eg are in G,; Experts E, Eg, and E, are in
Gs. The groups of DMs are independent of each other, and the weight vector of group is as fol-
lows: Ws=1{0.3,0.3,0.4}. Three groups of DMs use ULTSs, whose corresponding NSs are given in
Tables 8-10.

Experts in three groups use different ULTSs, experts in G; express their assessment in-
formation in S! and S?, experts in G, express their assessment information in S? and S3, and
experts in G; express their assessment information in S', S2, and S3. The assessment values with
MGUHFLEs are shown in Tables 11-13.

5.3 | The weight determination of the indicators

In this paper, the weights of MOOCs evaluation index are comprehensive weights, which are
composed of subjective weights and objective weights. The subjective weights adopt the analytic
hierarchy process (AHP) method and the objective weights adopt the entropy weight method.

5.3.1 | The subjective weight determination of the indicators

The subjective weights of MOOCs evaluation index are determined by 11 experts using AHP
method. The relative importance scale is used in the expert evaluation, and the relative im-
portance with the numbers is as follows (Table 14):

The comparison matrix between different indexes is constructed as shown in Table 15. Take
the comparison matrix of the indicators in C; as an example:

Thus, the weight is obtained: Sc-B = (0.31, 0.41, 0.28). The weights have passed the con-
sistency test. According to the same algorithm, get the following weights:

TABLE 9 Conversion relationship between NS and LTs S2
NS 0 5 6 7 8 10 16
Linguistic phrases  Extremely bad Very bad Bad Medium Good Very good Extremely good
2 2 2 2 2 2 2

Representation S5 S S5 53 i s: S¢

Abbreviations: LT, linguistic term; NS, numerical scale.
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TABLE 11 Assessment values of different attributes of five MOOCs given by G;

G, A A, A; Ay As

Bl {Si> Si> S&} {s1, 53, 83} {s3, 53, S3} {s3, 53, 83} {Si, Si, 82}
B2 si 81 53} {53, 53, 3 {52, 53, 54} 81,84, 85} {53, 83, 53}
B3 {83, 54 5&} {s3, 53, 53} {53, 53, 531 {s3, 53, 53} {83, 53, s}
B4 {53, 53, 52} {53, 53, 53} {S3, 53, S3} {Si- 54, 5} {53, 53, 3}
B5 {s3, 53, s3} {s1, 53, s3} {s3, 53, s§} {83, si, s&} {83, si, 53}
B6 {s3, 54, 83} {Si> Si> S¢} {s3, 53, S5} {Si, S, S3} {s3, 53, 83}
B7 {53, 81, 53} {51, 84> 58} {53, 53, 59 {83, 83,83} fsi> 83, 53}
B8 {53, 54, 53} {s3 51, 53} {53, 53, 83} 53,54 83} {52, 53, 53}
B9 {53, 53, 57} {53, 54, 53 {53, 53, 83} {53, 54, 53} {52, 53, 53}
B10 {53, 54, 2} (52, 53, 53} {s3, 53, S§} {Si> Si» SE} {s3, 53, 83}
B11 {s3, 53, s3} {84, Si» SE} {53, 53, S3} {83, 53, s3} {83, 53, 53}
B12 {83, 84, 53} {83, 84, 52} {s3, 3, S5} {S3, 54, S2} {s3, 53, 83}
B13 {83, 84, 83} {Si> Si» S¢} {s3, 84, 52} {83, Sk, s&} {st, 83, 83}
Bl4 {Si 54, 52} {53, Si, 52} {S2, 53, 53} {s3, Si, 52} {st, st, s3}
B1S {53, 54, 55 {53, 54, 53 {52, 53, 53} R {83, 84, 55}
B16 {53, 53, 53} {s3, 4, 53} {53, 53, 53} 84> 84, 56} fsi si, 57}

Abbreviation: MOOC, massive open online course.

sc = (0.17,0.19,0.17,0.19, 0.14,0.14), ¢, = (0.39,0.31,0.30), g _p = (0.29,0.43, 0.28),
Sc,—p = (0.29,0.28,0.43), ¢ _p = (0.61,0.39), and ¢, _p = (0.49,0.51). All the weights have
passed the consistency test.

On the basis of the results of ¢¢, ¢¢_p, Sc,—ps Sc,—p> Sc,—p> Sc,—p» @nd S¢_p, the subjective
weights of all the 16 indicators are

w = (0.0527, 0.0697, 0.0476, 0.0741, 0.0589, 0.0570, 0.0493, 0.0731, 0.0476, 0.0551, 0.0532,
0.0817, 0.0854, 0.0546, 0.0686, 0.0714).

5.3.2 | The objective weight determination of the indicators
The above is the subjective weight, and the objective weight is calculated by entropy weight
method.

First, according to formulation (23) the deviation DJ’: between alternative A; and other
schemes is calculated.

m
Di= Y d(Af hy) (=12 0m; j=120m k=1,2.0) 23)
p=1
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TABLE 12 Assessment values of different attributes of five MOOCs given by G,

G, A A, A; Ay As

B1 58 53, 53} s, 83 53} (53,53, 53} 83,53, 53} {53, 58> 57
B2 {58, 53, 53} {57, 3, 53} {53, 53, 5} 53, 53, 53} {53, 57, 57}
B3 {53, 55 53} {53, 83, 53) 53,53, 83} {53, 83, 84} s3> 53, 53}
B4 {S7, 53, 58} {s3, 53,53} {s3, 53, s3} {s¢, 53, 83} {s3, 53, 83}
B5 {s7, 52, 3} {s2, 52, 3} (s, 53,53} (s, 83, 57} {s3, 83, 3}
B6 {si, 83, s¢} {s7, 52, 57} {s3, 83, 3} {s2,53, 57} {s3, 83, 3}
B7 s, 56, 57 {585 535 5§ {53, 53, 53} s3> 85, 83} {53, 3, 83}
B8 £2, 88, o) {52, 53, 53 {53, 83, 53} s, 53, 83} {53, 53, 53}
B9 53,53, 53 53,56, 57} 53,53, i} {83, 55, 87} 53, 85 84
B10 {53, 53, 53} fs3, 53, 53} {53, 53, 53} s, 5,57} {53, 53 53}
Bl11 53,53, 53 {58, 58, 5} {53, 53, 5§} {53, 5, 57} 53, 53, 53}
B12 {si, 83, 8¢} {s2, 58, 7} {s3, 53, 83} {s7,53, 53} {s3, 83, 53}
B13 {s7, 58, 57} {s7,53, 57} {s3, 83,83} {s¢, 83, 3} (s, 83, 3}
B14 {s52, s73, s83} {ssz, s73, s73} {szz, 332, sf} {ssz, s63, s73} {sf, s23, s23}
B15 s, 53, 53} 53, 58, 57 (53,53, 54 {86 57: 5} 53, 55, 87}
B16 {55, 52, 53} 53> 5¢» 56} {57, 53, 53} {585 535 53} {51 53, 53}

Abbreviation: MOOC, massive open online course.

where d(ﬁéc ,

}_lll,{j) is the distance between If_zijk and El]){j. We get
[26.3333 11.2333 16.3333 12.4333 12.7333]
23.8000 11.3667 9.5000 10.4667 11.0000
29.5667 10.1000 10.9333 10.4333 11.7667
12.8667 10.4000 10.2000 25.2667 10.0667
8.6667 8.6667 12.7667 15.0667 11.7667
11.2000 16.4333 15.2333 13.4333 13.8333
11.3667 27.1667 12.5667 10.9000 16.6667
(Di )T 12.3000 26.6000 13.4333 11.4333 16.2333
6.3000 8.8000 7.2000 8.8000 6.9000
6.2333 5.5667 6.3667 15.1333 5.3667
10.2000 26.7000 11.4000 11.2000 13.3000
8.8000 11.7333 10.6667 12.3333 10.0667
14.2333 17.0667 15.9000 22.1667 26.5000
12.5333 16.8333 15.5667 11.8333 20.1667
10.8333 9.3000 17.4333 21.4000 9.3000
| 12.7333 14.5000 13.5667 31.0000 19.6667 |

Take D as an example. di = 0, d; = 6.0333, d} = 8.5333,d} = 7.2333, dd = 4.5333. Then
we get D] = 26.3333.
Calculate the deviation D; between each alternative and all the other alternatives. For Cj,
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TABLE 13 Assessment values of different attributes of five MOOCs given by G3

Gs
Bl
B2
B3
B4
B5
B6
B7
B8
B9
B10
B11
B12
B13
B14
B15

B16

A

(4, 58, 83}
{84, 56> 53}
{84, 56> 53}
{s3, 52, 83}
{83, 53, 57}
(3, 53, 57}
(3,53, 58}
{s3, 52, 58}
{53, 4> 55}
{53, 83, 53}
{53, 85, 55
(3,57, 55}
(3,53, 57}
{84, 53, 55}
{83, 53, 5¢}

(3,53, 55}

A

{53, 85, 57}
52,53, 53}
f52, 83, 83}
{53, 53, 83}
{53, 53, 57}
{54, 56 55}
{54, 56 55}
51 53> 55}
{83, 52,83}
{s3, S3, 83}
{si, &, 3}
{Si, ¢, 83}
{84, ¢, 83}
{Si 525 S8}
{s3, 52,83}

{83, 53, 57}

Abbreviation: MOOC, massive open online course.

TABLE 14 Relative importance levels

Relative importance degree

Equal

Slightly important

Important

Very important

Extremely important

Intermediate value of two adjacent

degrees

Grades

9

2,4,6,8

TABLE 15 The comparison matrix C; — B

G
B,
B,

B;

B,
1

Az

(83,53, 53}
{83, 53, ¢}
(53, 83, 53}
{53, 53, 83}
(83,55, 53}
(83,53, 53}
(83,57, 53}
{s3, 53, 53}
{3, 83, 53}
(53,55, 53}
(83, 8,55
(83,57, 53}
(3, 54, 87}
(3,53, 83}
(3,53, 83}

{s3, 83, 83}

Ay

(83,53, 57}
{53, 53, 53}
{s3, 5%, 83}
(S, 52, 53}
(4,58, 87}
(81, 83, 55}
(3, 53, 57}
{53, 53, 57}
{51, 53, 57}
{83, 53, 5¢}
{53, 53, 5¢}
(81, 83, 57}
(4, 58 83}
{53, 53, 57}
{Si> 525 5§}

{Si> ¢, 83}

Relative importance degree

Equal

Slightly unimportant

Unimportant

Very unimportant

Extremely unimportant

Intermediate value of two adjacent
degrees
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B,
1/3

1/3

As

(3, 53, 57}
{83, 53, 8¢}
{83, 52,53}
{s3, 53, 83}
{53, 53, 83}
(83,53, 53}
(83,53, 53}
{53, 53, 83}
{s3, 5%, 53}
{S3, S3, 83}
(83, 53, 87}
(83,57, 53}
{1, 57> 57}
{51, 57, 53}
{83, 53, 57}

(s, st 87}

Grades

1

1/3
1/5
1/7
1/9

1/2,1/4, 1/6, 1/8

B;
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TABLE 16 The weights of MOOCs evaluation index

Serial
number

Bl
B2
B3
B4
B5
B6
B7
B8
B9
B10
B11
B12
B13
B14
B15
B16

Subjective Objective
Specific indicators weights weights
The level of university 0.0527 0.0666
Chief teacher 0.0697 0.0845
Team members 0.0476 0.1346
Explicit and visual 0.0741 0.0942
Scientific and reasonable 0.0589 0.0282
Diversity 0.0570 0.0097
Teaching media 0.0493 0.0809
Teaching methods 0.0731 0.0652
Teaching means 0.0476 0.0109
Syllabus 0.0551 0.1108
Teaching design 0.0532 0.0932
Teaching resources 0.0817 0.0082
Teacher activities 0.0854 0.0325
Learners activities 0.0546 0.0230
Task design 0.0686 0.0747
Learners’ performance 0.0714 0.0756
evaluation
Abbreviation: MOOC, massive open online course.
m m m
D= 30i= 3, Did(h ) (G=1.2.m5 k=12,
i=1 i=1p=1

D, = 79.0667, D, = 66.1333, D; = 72.8000, D, = 68.8000, Ds = 56.9333, Ds = 70.1333,

D; = 78.6667,
Dg = 80.0000, Dy = 38.0000, D;y = 38.6667, D;; = 72.8000, D, = 53.6000, D;;3 = 95.8667,
D4 = 76.9333, D15 = 68.2667, D1s = 91.4667.

Calculate the information entropy value E; for each attribute,

B =--1

E = —KZEIn

&__
D1+ln+

i
=

J

1<j<n),

where m is the number of alternatives and K = i

DIG
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nm’

%) = 0.9657. Similarly,

WILEY-—*

Comprehensive

weights
0.0596
0.0771
0.0911
0.0842
0.0436
0.0334
0.0651
0.0692
0.0292
0.0866
0.0732
0.0450
0.0590
0.0388
0.0716
0.0735

(24)

(25)
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E, = 0.9564, E; = 0.9306, E; = 0.9514, Es = 0.9854, Eg = 0.9905, E; = 0.9583,

Eg = 0.9664, Ey = 0.9944,

Ejo = 0.9391, E;; = 0.9520, By, = 0.9958, E;5 = 0.9832, Ey4 = 0.9881, E;5 = 0.9615,
Ej = 0.9610.

Calculate the difference degree G; of C;:

G=1-E (@1<j<n), (26)

G, = 0.0343, G, = 0.0436, G5 = 0.0694, G4 = 0.0486, G5 = 0.0146, Gg = 0.0050,

G; = 0.0417, Gg = 0.0336,

Gy = 0.0056, Gyp = 0.0609, G1; = 0.0480, G;, = 0.0042, G;3 = 0.0168, G4 = 0.0119,
G15 = 0.0385, G16 = 0.0390.

Calculate the entropy weight wy:

5.3.3

n
w=G /)G A<j<n), (27)
j=1

w1 = 0.0666, w, = 0.0845, w; = 0.1364, wy = 0.0942, ws = 0.0282, we = 0.0097,
w; = 0.0809, wg = 0.0652,

Wy = 0.0109, wyo = 0.1180, w1 = 0.0932, wy, = 0.0082, wy; = 0.0325, wy4 = 0.0230,
wis = 0.0747, wig = 0.0756.

|  The comprehensive weight determination of the indicators

After getting the subjective weights and objective weights, the following formula is used to get
the comprehensive weights:

W = aw; + (1 — a)w, (28)

where a € [0, 1]. Considering the same importance of subjective weights and objective weights,
we set a = 0.5. After calculation, the comprehensive weights are as follows, and the weights of
the 16 indicators are shown in Table 16:

54

Wi = 0.0596, W5 = 0.0771, W5 = 0.0911, W, = 0.0842, W; = 0.0436, W; = 0.0334,

W, = 0.0651, Wy = 0.0692,

W = 0.0292, Wi = 0.0866, Wi; = 0.0732, Wi, = 0.0450, Wj; = 0.0590, Wi, = 0.0388,
Wis = 0.0716, Wi = 0.0735.

| Rank the alternatives of each group using the MABAC method

Step 1. Set a basic ULTS S&. In this paper, S? is selected as SE.
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Step 2. Transform the assessment information MGHFLTEs to the linguistic 2-tuple elements
and then get the aggregated decision matrix X of different DMs.
The decision matrices in the form of linguistic 2-tuple sets are shown as

{(s1> 0), (54 0), (53, 0} {(53, 0 (53, 0, (53> O)} {(3, 0), (53, 0, (53, O} {(53, 0), (53, 0), (55, O)} {(s O), (54> 0), (53, O)}
{(540), (34, 0), (53, OO} {(55, 0, (53, 0), (55, O)} {(53, 0, (53, 0), (53, O} {(54 0), (54, 0), (55, O)} {(53 0), (53, 0), (53 0}
{53, 0, (81, 0), (565 0)} {(53, 0), (53, 0), (53, O)} {(53, 0), (53, 0), (53, O)} {(3, 0) (2, 0, (53, O)} {(53, 0), (53, 0), (3 O}
(53, 0), (53, 0), (53, 0)} {(53, 0, (53, 0), (53, 0} {(53, 0, (52, 0), (55, 0)} {(54 0), (84, 0), (55 O} {(53, 0), (53, 0, (53, 0}
{(53, 0, (53, 0, (55, 0)} {(53,0), (3, 0, (55, O} {(52. 0), (53, 0), (55, 0)} {(53 0, (4. 0), (56> O)} {(53, 0), (54 0), (55 O}
{(53, 0), (54 0), (55, 0)} {(4> 0, (84, 0), (565 O)} {(52,0), (52, 0, (53, 0} {(S4: 0), (54, 0), (53 0} {(535 0, (53, 0), (55, 0}
{(53, 0), (53, 0, (52, 0} {(54 0, (84, 0), (53 O} {(53, 0, (53, 0), (53, O)} {(53, 0, (83, 0), (55, O} {(5 0), (53, 0, (53, 0}
A7 | 655005 (5350, (55 00} {(535 0): (53 0), (565 0} {(525 0)» (53 0), (55 OO} {(53 0), (55 0)» (555 )} {(52, 0 (53, 0), (55 0))
s 00, (53, 0), (53,00} {(535 0, (54, 0, (555 O)F (525 0), (53, 0, (535 O)} {(53 0), (54, 0, (55, OO} {(53, 0), (53, O, (57, O |
{(53, 0), (53, 0), (52, 0} {(52, 0, (52, 0), (53, 0} {(52, 0, (52, 0), (53, 0)} {(54 0, (84, 0), (53 O} {(52, 0), (53, 0), (53, 0}
{53, 0), (53, 0), (53, 0)} {(S4> O, (54, 0), (565 O)} {(52,0): (52,0, (53, 0)} {(S3 O, (54, 0), (55, 0)} {(S2, 0. (53, O), (55, 0}
{(53, 0), (54, 0), (53, 0)} {(53, 0), (84, 0), (53, O} {(53, 0, (52, 0), (53, 0)} {(53, 0, (54, 0), (53, O} {(53, 0), (53, 0), (53, 0}
{53, 0), (54, 0), (53, 0} {(84 0), (84, 0), (53 O} {(53, 0): (84, 0), (83, O} {(53, 0, (84, 0), (53 O} {(51 0, (52, 0, (53, )}
{4 0), (54> 0), (53, 0} {(s3, 0), (84, 0), (53, 0)} {(3, O, (53, 0, (53, )} {(53, 0), (54, 0), (53, 0} {(s1, 0), (51, 0), (53 0}
(53, 0), (54, 0), (53, 0)} {(53, 0), (84, 0), (53, O)} {(52, 0, (3, 0), (53, 0)} {(54, 0), (54 0), (53 O} {(53, 0, (54 0, (55 0}
{53, 0 (53, 0), (55, O)} {(s3, 0), (54, O, (555 O)} {(53>0), (53, 0), (53, O)} {(S4 O (54> 0), (58> OO} {(51> 0), (51> 0, (52, )}

(53, 0, (555 0), (55, 0)} {(53 0), (3 0, (5, 0)} {(2 0, (53, 0), (53, )} {(53, 0, (53, 0, (53, )} {(55, 0), (5> 0), (57, )}
(53, 0), (57, 0), (55, 0)} {(53, 0, (53 0, (53, 0)}  {(53 0, (55 0, (56, O)} {55, 0), (53, 0, (53, O} {(55, 0), (57, 0), (57, )}
{53, 0, (555 0), (55, O)} {(53, 0), (53 0, (55, 0)} {(53, 0, (53, 0, (53 O} {(55, 0), (53, 0, (53 O} {(55, 0), (53, 0), (53, O}
{5, 0), (55, 0), (56, 0)} {(53, 0, (53, 0, (55, O)} (520, (53, 0, (55, O)} {(35 0): (57, 0), (55 )} {(52, 0, (53, 0), (53, 0}
{(53,0), (56, 0), (57, 0)} {(53, 0, (56, 0, (57, 0)} {(53', 0, (53 0, (55, 0)} (34 0): (57, 0, (57, )} {(53, 0, (53, 0), (53, 0)}
{52, 0), (53, 0), (8- 0} {(53, 0), (56 0), (57, 0)} {(53, 0, (55, 0, (55, O)} {(53, 0), (57, 0, (57, O)} {(52, 0), (53, 0), (53 0}
{(5,,0), (56, 0), (57, 0)} {36 0, (555 0, (55, O)) {(53 0), (83 0, (55, O)} {(5, 0, (3, 0), (55, O)} {(53, 0), (53, 0), (53 0)}
1= (6500 (57,00, (57, 00} {(5650), (555 0)s (555 O} {(53 0)s (53 0), (53, O} {(85 0)s (55, 0, (55 OO} {(53 0), (525 0)s (53 0}
2462, 0), (53,.0), (55, 0 (53 0), (565 0), (575 0)) (53, 0), (55, 0, (53, 0)) {53 0), (53 0), (57, 0)) {55 0, (53, 0), (53 O |
{63:0), (53, 0), (53, 0)} {53, 0), (55, 0 (53, )} {(55 0, (55 0). (53, O)} {53 0). (57, 0), (57, O} {55 0). 3. O). (53, 0}
{63,0), (55, 0), (56, 0)} {56 0), 55 0), (56, O)) {53, 0, 55, 0, 55, O)} {55, 0, (565 0), (57, O)} {53, 0, (53, 0), (53 0}
{532 0), (53, 0), (53, O} {55 0, (56 0). (57, O} {55, 0), (53, 0). (53 O)} {53, 0). (57 0, (5. O} {55, 0). (53 0). (53 O}
{53, 0), 5. 0%, (57, 0)} {55 0), (57, 0). (57, O} {55, 0, (53, 0). (53 O)} {53+ 0). (55 0. (55 0} {57 0), 53 0). 53, 0}
{63, 0), 57, 0), (55, 0)) {55 0), (67, 0). 57, O} {53, 0. (53, 0), (53 0)} {5 0). (8¢ 0. (57, 0)} {57 0), 53, 0), 3. )}
{63, 0), 53, 0), 53, 0)} {3, 0). 53, 0), 7. 0)} {57, 0). (53, 0), (53, 0} {6 0). (57, 0). 5. 0)} {53, 0), 55 0). 57, 0}
| (63, 0), 53,0), 65, 00} {(52,0), 8¢5 0), 565 )} {53 0), (53, 0), 53, 0} {86 0), (55 0), (55 0} {57, 0), (53, 0), 53, O)}
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{(54,0), (53, 0), (58, 0)} {(53, 0), (53 0, (57, OO} {(52, 0), (53, 0), (53, O)} {(53, 0), (55, 0), (57, O} {(53; 0), (55, 0), (57, O}
(84> 0), (565 0), (555 0)} {(53, 0), (53, 0), (53, 0)} {(83, 0), (55, 0, (58, O)} {(53, 0), (53, 0), (55, O)} {(53, 0), (53 0), (53> O}
{(s1> 0), (58> 0, (535 )} {(53,0), (53, 0), (s3> 0} {(3, 0), (53, 0), (53, O)} {(53, 0, (53, 0), (53, O)} {(53, O), (3 0), (57, O}
{(53, 0), (53, 0), (57, 0)} {(52, 0), (53, 0), (53, O)} {(83, 0), (53, 0), (53, O} {(S4: 0), (5. 0), (55 O)} {(52 0), (55, 0, (53, )}
{51, 0), (52, 0, (53, O)} {(53,0), (53, 0), (57, O)} {(53, 0), (53, 0), (53, O)} {(54, 0), (52 0), (57, O)} {(53 O), (53 0), (3, O}
{(53, 0), (53, 0), (57, 0)} {(54. 0, (53 0, (555 OO} {(82, 0), (53, 0), (53, O} {(54: 0). (5. 0, (55 O)} {(52 O). (5, 0), (53, O}
{(53, 0), (53, 0, (53, )} {(54> 0), (55 0), (55 0} {(52, 0), (55 0, (53 O} {(53, 0, (53, 0), (57, 0)} {(52, O), (53, 0), (53, O}
7 [ (63500 (5550, (56 O} {(5d5 0): (535 0)s (555 OO} {(55, 0)s (535 0)s (555 OO} {(53, 0 (55 0), (57, OO} {(52, 0), (52, 0), (55, OO} |
B2 0), (525 0), (55, 0)) (53, 0), (55, 0), (57, 0)) (53, 0), (55, 0), (53, O)} {(53, 0), (55 0), (57, 0)} (53, 0), (55, 0), (53, 0)}
{(s3, 0, (55, 0), (53, O} {(52, 0, (53, 0), (53, 0} {(52, 0), (53, 0, (53, O} {(53, 0, (53, 0), (56 0)} {(S2 0), (53 0), (53 O}
(53, 0), (555 0), (565 0)} {(54> 0), (535 0, (53 OO} {(53 0)» (55, 0), (56, O)} (535 0 (53 0), (58> OO} {(52, 0)» (55 0, (53, 0)}
(53, 0), (53, 0), (55, 0)}{(54 0)» (55, 0), (57, O)} (52, 0), (55, 0)» (53> OO} {(84> 0), (55, 0)» (57, O} {(52, 0. (53 0), (53 O)}
(535 0), (55, 0), (57, O)}{(54 0)» (55> 0), (55> O)} {(53> 0), (5> 0 (57> O} {(54> 0), (56 0, (55 O} {(51, 0), (57, 0, (57, 0)}
{53, 0), (53, 0), (56, 0} {(54 0, (53 0, (55, 0} {(53, 0, (53, 0, (55, O)} {(83, 0), (53, 0, (57, 0)} {(s1, 0, (7', 0, (53, O}
{(53, 0, (55, 0, (53, O} {(53, 0, (53 0), (57, 0)} {(52, 0), (53, 0, (53, O)} {(54, 0, (55 0), (55 0)} {(S35 0), (55 0), (57, 0}
[{(53: 0), (53 0), (56- 0} {(S3: 0). (55 0), (57, O} {(52 0): (55 0). (53 O)} {(54: 0. (55 0. (55- O} {(51 O): (57 0). (57> O)}

Formula (10) is used to calculate the data of the three DMs groups, and get the aggregated
decision matrix X.

{(sg, —0.222)} {(s}, 0.0633)} {(sz2 0.0190)} {(sf, 0.0542)} {(sg2 0.0083)}
(2 —0.3222)} {(532 0.0042)} {(sf, 0.0300)} {(sg, 0.0417)} {(852 —0.1000)}
{(sg, —02556)} {(sf, —0 1333)} {(322 0.0524)} {(s32, —0.4667 {(sf, 0.0533)}

52, —0.4333 {(522 0.0190) {(322 0.0286)} 52, —0.4556 {(322 0.0476)}

)

)

} {(s32 —0.1667)}
} {(sg, —0.4000)}
|

)

XT =

(
(s32, -0.1667)

(
(s32, -0.4333

}

} { )

} {(s3 02333))
{(s}, 0.0500)} (2, -0.2222 s2,0.0375 } (2 -0.2500)} {(s32 0 3333)}
{(sf, 0.0033)} {(s52 0.0604)} (s2 -0.4333)} s2, 0.0729)} {(ss2 -0.2333)}
{(SSZ, 0.0021)} {(s52 0.1792)} {(sf, 0.0367)} (s -0.2389)} {(sf, -0.0333)}
{(ssz, 0.0458)} {(s52 0.1354)} {(sz2 0.0429)} {(ssz,ooozl)} {(sf, 0.0467)}
{(s}, 0.0500)} {(sf 0.0021)} {(sz2 0.0429)} {(sg, 0 3222)} {(ss2 0.0021)}
{(sf, 0.0500)} {(s_c,2 -0.4167)} {(532, -0.4333)} { s2, -0.2222)} {(sf, -0.0933)}
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Here we take aggregation of {H, éll, H ;21, H ;31} as an example to demonstrate the process. By
formula (10) the linguistic 2-tuple elements are initially aggregated as
EB%:Mzﬁslz = UESZemlz,j:l,z,s{@;:MzESZ}
= {ngl(o.s X 8 4+ 0.3 X 16 + 0.4 X 8), NS53'(0.3 x 8 + 0.3 X 16 + 0.4 X 16), NS5'(0.3

X 8 + 0.3 X 16 + 0.4 X 20),
NS5(0.3 x 8 + 0.3 X 20 + 0.4 X 8), NS53'(0.3 x 8 + 0.3 X 20 + 0.4 x 16), NS53'(0.3 x 8
+ 0.3 X 20 + 0.4 X 20),
NS5'(0.3 x 8 + 0.3 X 20 + 0.4 X 8), NS53'(0.3 x 8 + 0.3 X 20 + 0.4 x 16), NS5'(0.3 x 8
+ 0.3 X 20 + 0.4 X 20),
NS5'(0.3 x 8 + 0.3 X 16 + 0.4 X 8), NS3'(0.3 X 8 + 0.3 X 16 + 0.4 X 16), NS5'(0.3 x 8
+ 0.3 X 16 + 0.4 X 20),
NS51(0.3 X 8 + 0.3 X 20 + 0.4 X 8), NS5'(0.3 X 8 + 0.3 X 20 + 0.4 X 16), NS3'(0.3 x 8
+ 0.3 X 20 4+ 0.4 X 20),
NS51(0.3 X 8 + 0.3 X 20 + 0.4 X 8), NS31(0.3 X 8 + 0.3 X 20 + 0.4 X 16), NS3'(0.3 x 8
+ 0.3 X 20 + 0.4 x 20),
NSz'(0.3 x 16 + 0.3 X 16 + 0.4 x 8), NSz'(0.3 x 16 + 0.3 X 16 + 0.4 x 16), NS5'(0.3
X 16 4+ 0.3 X 16 + 0.4 X 20),
NS5(0.3 x 16 + 0.3 x 20 + 0.4 x 8), NS5%(0.3 x 16 + 0.3 x 20 + 0.4 x 16), NS;'(0.3
X 16 4+ 0.3 X 20 4+ 0.4 X 20),
NS3(0.3 x 16 4+ 0.3 x 20 + 0.4 x 8), NS5%(0.3 x 16 + 0.3 X 20
+ 0.4 X 16), NS5'(0.3 X 16 + 0.3 x 20 + 0.4 X 20)}
= {NS§1(10.4), NS51(13.6), NS5'(15.2), NS5'(11.6), NS51(14.8), NS5'(16.4), NS5'(11.6),
NS3'(14.8), NS5'(16.4), NS5'(10.4), NS5'(13.6), NS5'(15.2), NS5'(11.6), NS5'(14.8),
NS31(16.4), NS5'(11.6), NS5'(14.8), NS5'(16.4), NS5'(12.8), NS51(16), NS5*(17.6),
NS3'(14), NS;'(17.2), NS5'(18.8), NS5'(14), NS5'(17.2), NS§1(18.8)}.

The 27 elements of 65;:1/1117512 are aggregated by MGUHFLWA operator, and get
xip = {(s¢, —0.222)}.

Step 3. Normalize the aggregated decision matrix N.

All the indicators are benefit criteria, so P_zs(nf) = If_ts(xf), the normalized matrix N is the
same as the aggregated decision matrix X.

Step 4. Calculate the weighted matrix V.

The weight of the attribute is shown as follows, according to formula (10), we get the
weighted matrix V.

W = (0.0596, 0.0771, 0.0911, 0.0842, 0.0436, 0.0334, 0.0651, 0.0692, 0.0292, 0.0866, 0.0732,
0.0450, 0.0590, 0.0388, 0.0716, 0.0735),
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_{(sg, 0.1749

VT =
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[P S U NS S U S U U S U S U U S U S U U S U S U U S

T
P R N W N U Sl USSR S WSS S ST (S NS R S S s S Wy

Step 5. Determine the BAA matrix G.
The BAA for each criterion is determined by using formula (18).

({ s&,0.1121 { so 0.1435 } { s0 01559)} {(sg 01382)}

)}

{ 0.0789) } { ,0.0613) } 3, 0.1202) } 5§, 0.1293) }
{(s3.0.
{

(55 {
{(s 0.0484) } 1311) } {
(58.01155)} {

0.0683 }
Step 6. Compute the distance matrix Q.
Elements of the distance matrix Q can be calculated by formula (20) and shown in Table 17.
Step 7. Rank the alternatives.
The final values of the alternatives are calculated by formula (22) and shown in Table 18.
Since S(A4) > S(4;) > S(A) > S(45) > S(43), then Ay > A > Ay > As > A;, and the

& 5¢ so 0.1365 } { s 00782 }
{ ¢, 0.1195 so sO 0.1402 } { sO

0. 1244 })

best alternative is Ay.
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TABLE 17 The deviation measures of five alternatives

B,
B,
B
B,
Bs
Bs
B,

Bg

TABLE 18 Rank five alternatives using MGUHFLTS-MABAC method

A
Ay
Az
Ay

As

Ay
0.3141
0.3670
0.5388
0.0774
0.0383
0.0018
0.0108
0.0383

—0.0216
0.0052

—0.0605

—0.0300

—0.0059
0.0751

—0.0922

—0.0784

Ay
—0.0457
—0.1753
—0.1537
—0.1751
0.0383
0.1097
0.3536
0.3679
0.0514
—0.0871
0.3908
0.1019
0.1612
0.1307
0.0177

0.0514

Az

—0.1948
—0.0776
—0.1992
—0.1694
—0.1113
—0.1016
—0.1280
—0.1600
—0.0421
—0.1102
—0.1483
—0.0959
—0.1042
—0.0971
—0.2479

—0.1396

Final values

1.1782
1.1378
—2.1291
1.6467

—1.8336

Ay
—-0.1173
—0.1521
—0.1841
0.4253
0.1313
0.0763
—0.0195
—0.0217
0.0514
0.2620
0.0127
0.1109
0.2614
0.0479
0.3066

0.4556

WILEY-®

As
0.0437
0.0380

—0.0018

—0.1582

—0.0967

—0.0861

—0.2169

—0.2245

—0.0392

—0.0698

—0.1947

—0.0869

—0.3125

—0.1566
0.0177

—0.2890

Rank

Abbreviations: MABAC, multi-attributive border approximation area comparison; MGUHFLTS, multigranular unbalanced

hesitant fuzzy linguistic term set.

Chinese language MOOC:s.

5.5

Therefore, the DMs considered A, (Yancheng Normal University) as an ideal modern

The comparison of MOOCs' evaluation studies

Many scholars focused on MOOCs evaluation from different perspectives. In this subsection,
our study is compared with other five MOOCs' evaluation studies, which shows the difference

among the six studies. The details are shown in Table 19.
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TABLE 19 The comparison of MOOCs' evaluation studies from different perspectives

Fuzzy Group
Study decision Evaluation index decision Suggestions Method
Nie et al.”’ v v v X AHP, DME
Liu et al.” X X X v SPSS
Meinert et al.” v/ X X X RE-AIM, Kirkatrick
Margaryan et al.” X X X v SPSS
Gil-Jaurena et al.” X X X 4 SPSS
Our study v v v v AHP, MABAC

Abbreviations: AHP, analytic hierarchy process; MABAC, multi-attributive border approximation area comparison;
RE-AIM, Reach, Effectiveness, Adoption, Implementation, and Maintenance.

When it comes to the evaluation type, three of these studies are considered as fuzzy deci-
sions. Among these three studies, Nie et al.”” selected words and phrases from positive emo-
tion signifiers and negative emotion signifiers to describe evaluation information. Meinert
et al.”” applied triangular fuzzy number to show study participants’ attitudes in the interviews.
Furthermore, our study adopts MGUHFLTSs to evaluate MOOCs, which can better present the
preference values of DMs in a qualitative environment. MGUHFLTSs not only allow the DMs
to give linguistic evaluation with different ULTSs, but also represent hesitation of DMs.

As for the evaluation system, two of these studies constructed an evaluation index. In Nie
et al.'s study,”’ evaluation index contained four elements, which were course planning, course
content, instructional process, and learning outcomes. On the contrary, in our study, evaluation
index contains six elements, which are teaching team, teaching goals, teaching methods and
means, content of the course, teaching activities, and teaching evaluation and feedback. In the
above six elements, our study takes teaching team and teaching feedback into account, which
can better describe Chinese MOOCs.

From the number of DMs aspects, two of these studies are group decisions. In Nie et al.'s
study,”” five experts were invited to give their group decision for relative importance of the
criteria. In our study, 11 experts are as a group to give their relative importance of the criteria,
then nine experts are divided into three groups to give their linguistic evaluation. Group
decision can avoid the limitation of an individual's knowledge and experience, and enhance the
accurate and scientific evaluation.

As far as improvement is considered, four of these studies proposed their suggestions.
Among these four studies, Liu et al.”® gave six pieces of suggestions, such as the position of
universities' link, the classification of courses, and so forth. Margaryan et al.” advised to give
more attention to instructional designs. Gil-Jaurena et al.” suggested to keep the interests of
MOOC:s learners, to improve the completion rates. In our study, advantage and disadvantage's
elements are mentioned at the end of Section 6.

The above six studies applied different methods. Among them, Nie et al.,”” Margaryan
et al.,” and Gil-Jaurena et al.” used SPSS to analyze the data. Meinert et al.”” used Reach,
Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) and Kirkatrick to draw
data. Nie et al.”” and our study both use AHP to determine the weights of evaluation index. In
the process of alternatives ranking Nie et al.”’ applied score function, while our study uses
MGUHFLTS-MABAC to make sure results’ stability and steps’ simplification.
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Compared with the other five studies, our study has the advantages in fuzzy decision,
evaluation index, group decision, suggestions, and method to make the evaluation more ac-
curate and scientific.

6 | ANALYSIS AND SUGGESTIONS

To further analyzing the evaluation index system, MOOCs' evaluation index was used to
analyze the trend of each course. To set the BAA of Al to 1, because of its ranking in the middle
position among the five MOOCs, data of the other four MOOCs are relative values. In the
following paragraphs, each indicator will be analyzed to show how they influenced each
element.

Figure 2 reveals that A1 performs best among the five teaching teams, which is set to 1.0. A5
is in the second place, whose value is between 0.6 and 0.8. A2-A4 perform relatively poor,
which are all less than 0.6. A1 is the top 10 universities in China. Its chief teacher is a professor
and the team members are more than the others, who are all associate professors. The chief
teacher of A5 is an associate professor, and all team members are lectures. The reasons why
relative values of A2-A4 are less than 0.6 are different. Team members of A2 are just two
lectures. A3 and A4 are just common colleges in their province. In Figure 2, all indicators of A1
indicate the maximum, which means A1 MOOC teaching team is the best among the five.

Figure 3 demonstrates the teaching goals and its three specific indicators. The relative value
of A4 is above 1.2. That is because MOOC teachers summarized the feedback according to
learners' learning situation every week, and weekly teaching objectives will be delivered to
learners on the MOOC bulletin boards or in the corresponding course videos, so that MOOC
learners can get them clearly and easily. The advantages of A2 can be seen that the teaching
objectives follow the principle of diversity, covering the three dimensionalities of knowledge
objectives, skills objectives, and emotional objectives. Besides, the arrangement in A2 is sci-
entific and reasonable. The disadvantages of A3 and A5 are because of no clear learning
objectives on the MOOC bulletin board each week.

1.2
1 B1. The level of university
0.8
B2. Chief teacher
0.6
0.4 B3. Team members
0.2

C1. Teaching Team
Al A2 A3 A4 AS
FIGURE 2 Bar chart of Teaching Team (C1) and its specific indicators (B1-B3)
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1.6
1.4
1.2

1
0.8
0.6
0.4
0.2

0

B4. Explicit and visual

m B5. Scientific and
reasonable
H B6. Diversity
B C2. Teaching Goals
Al A2 A3 A4 A5

FIGURE 3 Bar chart of Teaching Goals (C2) and its specific indicators (B4-B6)

B7. Teaching media

m B8. Teaching methods

®B9. Teaching means
B C3. Teaching Methods and Means
Al A2 A3 A4 AS

FIGURE 4 Bar chart of Teaching Methods and Means (C3) and its specific indicators (B7-B9)

2
1.8
1.6
1.4
1.2

1
0.8
0.6
0.4
0.2

0

B10. Course outline

“BI11. Teaching design
I I I = B12. Teaching resources

® C4. Content of the Course
Al A2 A3 A4 A5

FIGURE 5 Bar chart of Content of the Course (C4) and its specific indicators (B10-B12)

Figure 4 compares the teaching methods and means. A2 performs best because its propa-
ganda film is always student-centered, with lively music and fresh colors. In the course video,
the teacher's position is changeable, and cartoon demonstration is used in time. A4's values are
all above 1.0, its teachers showed strong affinity. All the examples in the MOOC are close to

272



ET AL. 5709
= WILEY-—"

L4 B13. Teacher activities
1.2

1
0.8 B14. Students activities
0.6
0.4

C5. Teaching Activities

Al A2 A3 A4 A5

FIGURE 6 Bar chart of Teaching Activities (C5) and its specific indicators (B13-B14)

[\9)
N

B15. Task desingn

B16. Students' performance
1 evluation

C6. Teaching Evaluation and
0 Feedback

Al A2 A3 A4 AS

FIGURE 7 Bar chart of Teaching Evaluation and Feedback (C6) and its specific indicators (B15-B16)

lives. Al's performance is moderate with complete content and professional process. The dis-
advantage of A3 is that all teachers speak statically in the video, and that of A5 is that the pace
of the course is very slow, and the number of words described in the lecture notes is too many
for learners to get points.

Figure 5 illustrates the content of the course and indicators among five MOOCs. A2 is
noticeable that its advantage is its excellent teaching design, which relative value is approxi-
mately 1.7, but it also has disadvantages. There is no weekly syllabus and review. Each in-
dicator in A4 is outstanding all more than 1.0, because teachers make a detailed summary every
week according to learners' situation. The advantage of Al is that all key points of each week
have been marked in red letters for Learners to identify. On the contrary, there were no weekly
outline and review in A3. A5 teaching design is relatively deficient.

Figure 6 shows the teaching activities of A2 and A5 are better than A3 and A5. The relative
value of teacher activities is about 1.3, because teachers have strong appeal in MOOC. And the
number of learners is the largest. The maximum value can be found at above 1.4 in A4, because
teachers are most prompt in replying to learners' questions on the discussion board. However,
the disadvantage of A3 is that the lectures are comparatively dull and monotonous, and the
amount of posting learners’ questions is not high. The relative value of A5 is around 0.5, which
is minimum among the five MOOCs. The reason is considered as the lowest number of learners
enrolled in the course, which is only one quarter as many as that of A2. In addition, those
learners posted the lowest number of questions on the discussion board.
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Figure 7 explains why A4 performs best in teaching evaluation and feedback. Teachers in
A4 focus on designing the moderate difficulty of homework and the variety of question types,
which results in the max value at nearly 2.0. According to the learners’ performance evaluation,
teachers focus on the combination of process evaluation and summative evaluation, with the
largest proportion of learners participating in the exam. Teachers in A2 pay more attention to
learners' three aspects, the times of discussion, the assessment of homework, and the watching
of videos. They do not just focus on referring to the scores of learners in the course test.
Although the learners’ performance is the minimum of all, it is obvious that the value of task
design in A5 is relatively high, around 1.2. That means teachers in A5 do as good as teachers in
A2 in accordance with task design.

From what has been analyzed above, during the production of MOOCs, we should pay
attention to the advantage's elements, including C3 (Teaching Methods and Means), C4
(Content of the Course), and C6 (Teaching Evaluation and Feedback). Meanwhile, we should
pay more attention to the disadvantage's elements, including C1 (Teaching Team), C2
(Teaching Goals), and C5 (Teaching Activities). In the element of C1 (Teaching Team), many
abilities concerning teachers should be enhanced, for instance, multimedia application ability
and curriculum development ability, which will directly improve the quality of MOOCs. In
terms of C2 (Teaching Goals), teaching goals should be transmitted clearly. Before the MOOC
starts, the modules and knowledge structure of the course should be introduced to the learners
in advance, so that the learners can understand the overall objectives of the course and the
learning objectives of each chapter. At the same time, the teachers should design the Teaching
Goals in various aspects and guide the learners to develop comprehensively. When it comes to
the C5 (Teaching Activities), attention should be paid to the introduction of video courses to
arouse learners’ interest, and the emphasis should be highlighted. In a word, we should not
only focus on those advantages' elements C3, C4, and C6, but also on those dis-
advantages' elements C1, C2, and C5.

7 | CONCLUSION

With the worldwide spread of COVID-2019 in 2020, it is very difficult to eliminate it completely
in a short period of time. MOOCs' education will be the dominant form of online learning for a
long time. In such a situation, the teaching quality evaluation of MOOCs is conducive to
standardizing the production of MOOCs and improving their teaching quality. To enable DMs
to optimize their evaluation and improve the accuracy of decision-making, this paper proposes
the information form of MGUHFLTS to evaluate five modern Chinese language MOOCs.
MGUHFLTS is very suitable for group decision-making, because in group decision-making,
DMs will adopt different granularity information in linguistic selection due to personal ex-
perience and preference. This paper is based on the MOOCs' evaluation index system, using the
AHP method to determine the index weight. In this index system, MGUHFLWA operator is
applied to aggregate the group decision information, and then MGUHFLTS-MABAC method is
adopted to rank five courses. Finally, based on the evaluation results, the effect of each in-
dicator on the MOOCs is analyzed one by one, and the suggestions for improvement are
proposed.

In the future, we will extend the MGUHFLTS-MABAC method to some new fields, such as
supplier selection,” Building location selection,”’ and teaching quality evaluation.™
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Multi — DimensionalEvaluation System Construction for Cultivation
Quality of Academic and Professional Postgraduates:
Based on Process — oriented Kirkpatrick Model

WU Chun -lin LIU Yang QIN Zhong - feng
( Beithang University Beijing 100191 China)

Abstract: It is the top priority for the current academic and professional graduate education to resolutely tackle the longstanding
problems of education evaluation which prefers scores further education diplomas academic papers and academic titles to actual
contributions. Many colleges and universities have not adopted differentiated training objectives teaching methods and evaluation
standards in the two different systems of academic graduate education and professional graduate education which is not conducive to the
implementation of diversified and personalized training concepts. On the basis of a clear distinction of the academic and professional de—
grees in terms of the stakeholders training objectives curriculum and evaluation criteria this paper adopts the process — oriented
Kirkpatrick modeling approach to design specific and targeted educational tasks and evaluation indicators at the aspects of graduate cur—
riculum and teaching academic exercise practice training and thesis defense and has established a multi — dimensional evaluation
system for the cultivation quality of graduate students. Suggestions on the improvement of graduate students’ cultivation quality were of—
fered including setting demand - oriented cultivating objectives developing a so — called “l1 + X” mentoring pattern and achieving
the effective connection between the phases of undergraduate master and doctoral education.

Key words: graduate student cultivation quality; evaluation indicators; academic graduate students; professional graduate
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Talent training mode of construction management in colleges and

universities under the Belt and Road Initiative
WU Chunlin TIAN Qiong QIN Zhongfeng
( School of Economics and Management Beihang University Beijing 100191 P. R. China)

Abstract: The Belt and Road Initiative ( BRI) provides China with new historical opportunities for its
opening-up process. Construction management professionals, who are desperately needed in the practices of BRI,
should comprehensively raise their level of knowledge and capability, expand global horizon, and establish
stronger awareness of international cooperation and communication. Based on the issues concerning infrastructure
construction incorporated in BRI, as well as a profound analysis of the connotation and boundary of the
construction management discipline, this paper extracted five new features of construction management
professionals in compliance with BRI, which includes three knowledge skills and two ideological concepts. Then,
the paper proposed new measures for the present and future education of construction management professionals.
Its core lies in the full integration of resources and advantages among the country’ s various fields and social
levels, as well as the realization of a collaborative training mechanism of construction management professionals
within the entire society.

Key words: construction management; the Belt and Road Initiative; talent training; professional teaching
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